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ABSTRACT: In this paper, we introduce a new (Cλ, 1)(Eλ, q) ideal convergence and new sequence spaces C I
(Cλ ,1)(Eλ ,q),

(C0)I(Cλ ,1)(Eλ ,q) and (l∞)I(Cλ ,1)(Eλ ,q). Moreover, we investigate some topological and geometrical properties of spaces
C I
(Cλ ,1)(Eλ ,q), (C0)I(Cλ ,1)(Eλ ,q) and (l∞)I(Cλ ,1)(Eλ ,q), showing these spaces as linear and paranormed spaces. Furthermore,

we give some inclusion relations on C I
(Cλ ,1)(Eλ ,q) ⊂ (l∞)

I
(Cλ ,1)(Eλ ,q).
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INTRODUCTION

The notion of statistical convergence and some
results related to this type of convergence were
given by Fast, see [1]. The definition of statistical
convergence is given as follows.

Let K be a subset of N= {1,2, 3, . . .}. We define
the set Kn = {i ∈ K : i < n}. If the limit of the
sequence n−1|{i ∈ K : i < n}| = n−1|Kn| exists, we
call d(K) = limn n−1|Kn| the asymptotic density, and
by |M |we denote the cardinality of the set M . Using
the definition of asymptotic density, we can define
the statistical convergence of sequence x = (xn).

A sequence x = (xn) is statistically convergent
to L if ε > 0, limn n−1|{n ∈ N : |xn − L| ¾ ε}| = 0,
and we denote it by st-lim x = L.

Altay and Basar [2] defined Euler sequences
spaces er

0 and er
c ; they studied properties of these

spaces and proved that these spaces are linear
spaces as well as proved some other theorems.
Savas and Gurdal [3] presented brilliant results
regarding statistical convergence in intuitionistic
fuzzy norm and examined various problems that
arise in this area. Also, applications of statistical
convergence in other fields of mathematics can be
seen in [4–6].

Connor [7] introduced the concept of p-
Cesáro convergence of sequences. Later, weighted
Norlund-Euler λ-statistical convergence was de-

fined by Valdete Loku and Ekrem Alimi, see [8]. In
2016, Tuncer and Mohiuddine [9] defined statisti-
cal Cesáro-Euler summability method (C , 1)(E, 1) as
follows.

t(C ,1)(E,1)
n =

1
n+1

n
∑

k=0

1
2k

k
∑

v=0

�

k
v

�

Sv .

If t(C ,1)(E,1)
n → S as n →∞, then we say that the

series
∑∞

n=0 xn or sequence {Sn} is summable to S
by (C , 1)(E, 1) method and it is denoted by Sn → S
by (C , 1)(E, 1).

Remark 1 If we put Sv = 1 then (C , 1)(E, 1)
summability method is reduced to the (C , 1)
method.

Definition 1 ([9]) For sequence x = (xn), we write

t(C ,1)(E,1)
n = 1

n+1

∑n
k=0

1
2k

∑k
v=0

�

k
v

�

xv . If the se-

quence
�

t(C ,1)(E,1)
n

�

converges to any number L, i.e.
st-limn→∞ t(C ,1)(E,1)

n = L, then x = (xk) is statisti-
cally summable (C , 1)(E, 1) and we write that as
L = (C E)1(st)-lim x .

Definition 2 ([10]) A family I ⊂ 2X of subsets of
non-empty set X is called an ideal in X if I is
hereditary (i.e. A ∈ I , B ⊂ A implies B ∈ I) and
additive (i.e. A, B ∈ I implies A∪ B ∈ I).

The ideal I of X is proper if I 6= 2X .
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The proper ideal I ⊂ 2X is an admissible ideal in
X if it contains {{y} : y ∈ X }.

A proper ideal I is maximal if there is no proper
ideal J 6= I containing I as a subset.

Definition 3 ([11, 12]) Let I ⊂ 2X denote an ideal
on X . The family of sets F(I) ⊂ 2X that is not non-
empty is called a filter on X corresponding to I if
(i) φ ∈ F(I),
(ii) A, B ∈ F(I) implies A∩ B ∈ F(I),
(iii) A∈ F(I) and B ⊂ A implies B ∈ F(I).
For each ideal I , there is a filter F(I) corresponding
to I . A non-empty family of sets F(I) is called a filter
according to the ideal I that can be written by

F(I) = {K ⊂ 2X : KC ∈ I}.

Here, KC = X\K = X − K .

Definition 4 ([10, 13–17]) A sequence x = (xn) ∈
ω is said to be ideally convergent or I -convergent
to a number L if for all ε > 0

A(ε) = {n ∈ N : |xn− L|¾ ε} ∈ I

and it is represented by I -limn xn = L.
The space of all I -convergent sequences to L is

indicated by C I which can be written as

C I = {x = (xn) ∈ω : {n ∈ N : |xn− L|¾ ε} ∈ I}.

Definition 5 ([10, 13, 17]) A sequence x = (xn) ∈
ω is said to be I -null sequence if I -limn xn = 0. The
space of all I -null sequences is defined by C I

0, where
C I

0 = {x = (xn) ∈ω : {n ∈ N : |xn|¾ ε} ∈ I}.

Definition 6 ([10]) The sequence x = (xn) ∈ ω is
said to be I -bounded if there exists a real constant
M > 0, such that

l I
∞ = {n ∈ N : |xn|> M} ∈ I .

Definition 7 ([11, 18, 19]) Let X be a linear space.
A function g : X → R is called a paranormed space
if, for all x , y ∈ X , the following axioms are satisfied
(i) g(x) = 0 if x = 0,
(ii) g(−x) = g(x),
(iii) g(x + y)¶ g(x)+ g(y),
(iv) If (µn) is sequence of scalars with µn → µ as

n→∞ and xn, L ∈ X with xn → L as n→∞
then g(µn xn−µL)→ 0 as n→∞.

Definition 8 ([17]) A sequence space X is said to
be solid or normal if x = (xn) ∈ X implies that αx =
(αn xn) ∈ X for all sequence of scalars α= (αn) with
|αn|< 1 for all n ∈ N.

Definition 9 ([18]) Let K = {k1 < k2 < . . .} ⊂ N
and E be a sequence space. A K-step space of E
is a sequence space λE

K = {(xkn
) ∈ ω : (xn) ∈ E}.

A canonical preimage of a sequence xkn
∈ λE

K is a
sequence y = (yn) ∈ω defined as

yn =

¨

xn, if n ∈ K
0, otherwise.

A canonical preimage of step space λE
K is a set of

canonical preimages of all elements in λE
K if and only

if it is a canonical preimage of some x ∈ λE
K .

Definition 10 ([11, 18]) A sequence space X is said
to be monotone if it contains the canonical preim-
ages of all its step-spaces.

Lemma 1 ([20, 21]) Solidness of sequence space X
implies the monotonicity of X .

MAIN RESULTS

Weighted (Cλ, 1)(Eλ,q) ideal convergence

In the following, we will generalize (C , 1)(E, 1)-
summability method, one can read [9] for more de-
tails. We call this new method generalized Cesáro-
Euler summability method, which is denoted by
(Cλ, 1)(Eλ, q).

Let λ = (λn) be a non-decreasing sequence of
positive numbers tending to∞ such that

λn+1 ¶ λn+1, λ1 = 1.

The collection such sequences can be designated by
∆. The new (Cλ, 1)(Eλ, q) summability method is
defined as

t(Cλ,1)(Eλ,q)
n =

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−vSv ,

where In = [n−λn+1, n]. If t(Cλ,1)(Eλ,q)
n → S as n→

∞, then we say that the series
∑∞

n=0 xn or sequence
{Sn} is summable to S by (Cλ, 1)(Eλ, q) method and
it is denoted by Sn→ S by (Cλ, 1)(Eλ, q).

Remark 2 If we put λn = n in (Cλ, 1)(Eλ, q) we get
(C , 1)(E, q) summability method.

Remark 3 If we put q = 1 in (C , 1)(E, q), then
(C , 1)(E, q) summability method is reduced to
(C , 1)(E, 1) summability method [9].

Definition 11 A sequence x = (xk) is said to be
(Cλ, 1)(Eλ, q) summable to L if

lim
n→∞

t(Cλ,1)(Eλ,q)
n = L.
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Definition 12 A sequence x = (xk) is said to be
strongly (Cλ, 1)(Eλ, q) summable to L if

lim
n→∞

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv − L|= 0.

In this case, the sequence xk can be written by
xk→ L by [(Cλ, 1)(Eλ, q)]where [(Cλ, 1)(Eλ, q)] de-
notes the set of all strongly (Cλ, 1)(Eλ, q)-summable
sequences.

Definition 13 A sequence x = (xk) is said to
be statistically summable (Cλ, 1)(Eλ, q) to L if
st-lim t(Cλ,1)(Eλ,q)

n = L. In this case, we can write in
the form (C E)λ(st)-lim x = L.

Definition 14 A sequence x = (xk) is called
weighted (Cλ, 1)(Eλ, q) statistically convergent to L
if for each ε > 0, such that

lim
n→∞

�

�

�

¦

k ¶ (n+1) :
1

n+1

∑

k∈In

1
(1+ q)k

×

∑

v∈Ik

�

k
v

�

qk−v |xv − L|¾ ε
©

�

�

�= 0.

Definition 15 The (Cλ, 1)(Eλ, q)mean is defined by
the matrix (C E)t = (at

nk) as

at
nk =







1
n+1

1
(1+q)k

∑

v∈Ik

�

k
v

�

qk−v , 0¶ k ¶ n

0, k > n.

for every k, n ∈ N.

The motivation of this work comes from the
results of Tug [12] and Tug and Başar [22]. In
the current work, we give some new results about
sequence spaces which are related to (Cλ, 1)(Eλ, q)
summability method. We denote by: C I

(Cλ,1)(Eλ,q),
weighted (Cλ, 1)(Eλ, q) I -convergent sequences
spaces; (C0)I(Cλ,1)(Eλ,q), weighted (Cλ, 1)(Eλ, q) I -null

sequences spaces; and (l∞)I(Cλ,1)(Eλ,q), weighted
(Cλ, 1)(Eλ, q) I -bounded sequences spaces. For
spaces C I

(Cλ,1)(Eλ,q), (C0)I(Cλ,1)(Eλ,q), and (l∞)I(Cλ,1)(Eλ,q),
we give some topological and geometrical prop-
erties as well as prove some results and relations
related to these spaces.

Definition 16 A sequence x = (xn) is said to be
weighted (Cλ, 1)(Eλ, q) ideally convergent if for ev-

ery ε > 0,

N(ε) =
§

n ∈ N :
1

n+1

∑

k∈In

1
(1+ q)k

×

∑

v∈Ik

�

k
v

�

qk−v |xv − L|¾ ε
ª

∈ I .

Definition 17 The sets of all weighted
(Cλ, 1)(Eλ, q) I -convergent sequence spaces
are defined as

C I
(Cλ,1)(Eλ,q) =

§

x = (xn) ∈ω :
¦

n ∈ N :
1

n+1
×

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv − L|¾ ε
©

∈ I
ª

.

Definition 18 The sets of all weighted
(Cλ, 1)(Eλ, q) I -null sequence spaces are defined as

(C0)
I
(Cλ,1)(Eλ,q) =

§

x = (xn) ∈ω :
1

n+1
×

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv |¾ ε ∈ I
ª

.

Definition 19 The sets of all weighted
(Cλ, 1)(Eλ, q) I -bounded sequence spaces are
defined as

(l∞)
I
(Cλ,1)(Eλ,q) =

§

x = (xn) ∈ω :
¦

n ∈ N : ∃M > 0,

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv |¾ M
©

∈ I
ª

.

Theorem 1 The spaces C I
(Cλ,1)(Eλ,q), (C0)I(Cλ,1)(Eλ,q),

and (l∞)I(Cλ,1)(Eλ,q) are linear spaces.

Proof : To prove that the space C I
(Cλ,1)(Eλ,q) is linear,

we let x = (xn) ∈ C I
(Cλ,1)(Eλ,q), y = (yn) ∈ C I

(Cλ,1)(Eλ,q)
and α,β ∈C be as given. For every ε > 0 we denote

A(ε) =
§

n ∈ N :
1

n+1

∑

k∈In

1
(1+ q)k

×

∑

v∈Ik

�

k
v

�

qk−v |xv − L1|¾
ε

2

ª

∈ I

B(ε) =
§

n ∈ N :
1

n+1

∑

k∈In

1
(1+ q)k

×

∑

v∈Ik

�

k
v

�

qk−v |xv − L2|¾
ε

2

ª

∈ I
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for some L1, L2 ∈ C. Now, we write the following
inequalities.

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |(αxv+β yv)−(αL1+β L2)|

¶
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v(|α||xv−L1|+|β ||yv−L2|)

¶ |α|
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv − L1|

+ |β |
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv − L2|.

Then, using the above inequality, we obtain

§

n ∈ N :
1

n+1

∑

k∈In

1
(1+ q)k

×

∑

v∈Ik

�

k
v

�

qk−v |(αxv +β yv)− (αL1 +β L2)|¾ ε
ª

=
§

n ∈ N :
1

n+1

∑

k∈In

1
(1+ q)k

×

∑

v∈Ik

�

k
v

�

qk−v |α(xv − L1)−β(yv − L2)|¾ ε
ª

⊆
§

n ∈ N :
|α|

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv − L1|¾
ε

2

ª

∪
§

n ∈ N :
|β |

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv − L2|¾
ε

2

ª

⊆ A(ε)∪ B(ε) ∈ I .

This proves that space C I
(Cλ,1)(Eλ,q) is linear. In a com-

pletely analogous way, we can prove that the spaces
(C0)I(Cλ,1)(Eλ,q) and (l∞)I(Cλ,1)(Eλ,q) are also linear. 2

Theorem 2 The spaces C I
(Cλ,1)(Eλ,q), (C0)I(Cλ,1)(Eλ,q)

and (l∞)I(Cλ,1)(Eλ,q) are paranormed spaces with the
paranorm

g(x) = sup
n∈N

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv |.

Proof : We will prove only for the space C I
(Cλ,1)(Eλ,q).

It is trivial that if x = (xk) = 0, then g(x) = 0. For
x = (xk) 6= 0, then g(x) 6= 0, we have that
(i) For all x ∈ C I

(Cλ,1)(Eλ,q)

g(x) = sup
n∈N

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv |¾ 0.

(ii) For all x ∈ C I
(Cλ,1)(Eλ,q)

g(−x) = sup
n∈N

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v | − xv |

= sup
n∈N

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv |= g(x).

(iii) For every x , y ∈ C I
(Cλ,1)(Eλ,q)

g(x + y) = sup
n∈N

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv + yv |

¶ sup
n∈N

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv |

+ sup
n∈N

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |yv |

= g(x)+ g(y).

Let (µn) be a sequence of scalars with µn → µ as
n→∞ and xn ∈ C I

(Cλ,1)(Eλ,q) such that

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv | → L

when n→∞ in the sense that

g
�

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv | → L
�

→ 0

when n→∞. Therefore,

�

µn
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv | −µL
�

¶ g
�

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv |(µn−µ)
�

+ g
�

µ
� 1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv | − L
�

�

.

It is then clear that

µn
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv | → µL

as n→∞. The proof is complete. The proof for
spaces (C0)I(Cλ,1)(Eλ,q) and (l∞)I(Cλ,1)(Eλ,q) is similar to

the proof for the space C I
(Cλ,1)(Eλ,q). 2

Theorem 3 The space C I
(Cλ,1)(Eλ,q) is solid and mono-

tone.
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Proof : Suppose that x = (xk) ∈ C I
(Cλ,1)(Eλ,q) and (αk)

is a sequence of scalars with |αk| ¶ 1 for all k ∈ N.
We then notice that

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |αv xv |

¶
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |αv ||xv |

¶
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv |.

Furthermore,

§

n ∈ N :
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |αv xv |¾ ε
ª

⊆
§

n ∈N :
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv |¾ ε
ª

(1)

By using (1), we obtain (αk xk) ∈ C I
(Cλ,1)(Eλ,q). The

proof is complete. 2

Theorem 4 The space C I
(Cλ,1)(Eλ,q) is a closed subset of

(l∞)I(Cλ,1)(Eλ,q).

Proof : We begin by taking a Cauchy sequence x (n)k ∈
C I
(Cλ,1)(Eλ,q) such that x (n)k → x as n→∞. We need

to show that x ∈ C I
(Cλ,1)(Eλ,q). Since x (n)k ∈ C I

(Cλ,1)(Eλ,q)
then there exists a sequence of complex number αk
such that

A=
§

n ∈ N :
1

n+1

∑

k∈In

1
(1+ q)k

×

∑

v∈Ik

�

k
v

�

qk−v |x (k)v −αk|¾ ε
ª

∈ I . (2)

To prove we mention that αn → x as n→∞ and
(A′)C ∈ I whenever

A′ =
§

n ∈N :
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |xv−α|¾ ε
ª

.

Since x (n)k is a Cauchy sequence in C I
(Cλ,1)(Eλ,q), then

for a given ε > 0, there exists k0 ∈ N such that

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v − x (l)v |<
ε

3

for all m, n¾ k0.

Let us define the following sets for ε > 0.

A1 =
§

n∈N :
1

n+1

∑

k∈In

1
(1+q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v −x (l)v |<
ε

3

ª

A2 =
§

n∈N :
1

n+1

∑

k∈In

1
(1+q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v −αk|<
ε

3

ª

A3 =
§

n∈N :
1

n+1

∑

k∈In

1
(1+q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v −αl |<
ε

3

ª

.

For all m, n¾ k0, whenever AC
1 , AC

2 , AC
3 ∈ I , we have

§

n ∈ N :
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |αk −αl |< ε
ª

⊇
§

n ∈N :
1

n+1

∑

k∈In

1
(1+q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v −x (l)v |<
ε

3

ª

∩
§

n ∈N :
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v −αk|<
ε

3

ª

∩
§

n ∈N :
1

n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v −αl |<
ε

3

ª

.

We can see that (ak) is a Cauchy sequence in C and
converge to the scalar a as n→∞. Now, let take
0< δ < 1, we need to show that if

A′ =
§

n ∈ N :
1

n+1

∑

k∈In

1
(1+q)k

∑

v∈Ik

�

k
v

�

qk−v |xv −α|< δ
ª

then (A′)C ∈ I . Since

1
n+1

∑

k∈In

1
(1+ q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v − xv | → 0

as n→∞, then there exists n0 ∈ N such that

E1 =
§

n∈N :
1

n+1

∑

k∈In

1
(1+q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v −xv |<
δ

3

ª

.

Which implies that (E1)C ∈ I for all n¾ n0. And we
already have from the first part that

E2 =
§

n∈N :
1

n+1

∑

k∈In

1
(1+q)k

∑

v∈Ik

�

k
v

�

qk−v |αv−α|<
δ

3

ª

.

Which gives us (E2)C ∈ I for all n ¾ n0. Since the
set A ∈ I defined as in (2) number δ instead of ε,
then we have a subset E3 ⊂ N such that (E3)C ∈ I
whenever

E3 =
§

n∈N :
1

n+1

∑

k∈In

1
(1+q)k

∑

v∈Ik

�

k
v

�

qk−v |x (k)v −αl |<
δ

3

ª

.

Consequently, we may easily say that (A′)C ⊇ E1 ∩
E2 ∩ E3. And by the definition of filter on the ideal,
we can say that C I

(Cλ,1)(Eλ,q) ⊂ (l∞)
I
(Cλ,1)(Eλ,q). The

proof is complete. 2
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CONCLUSION

We have generalized (C , 1)(E, 1) summability
method and we have termed this new generalized
method as Cesáro-Euler λ-summability method,
which is symbolically denoted by (Cλ, 1)(Eλ, q). We
have given the definition of weighted (Cλ, 1)(Eλ, q)
ideal convergent and definition of sequence spaces
C I
(Cλ,1)(Eλ,q), (C0)I(Cλ,1)(Eλ,q) and (l∞)I(Cλ,1)(Eλ,q), for

which we have proved some of their topological
and geometrical properties to make a modest
contribution in the field of I -convergence.
Furthermore, the results in this study could
open a new direction of proving some new results
on the space of (Cλ, 1)(Eλ, q) null and (Cλ, 1)(Eλ, q)
convergent sequences, which will be the subject of
future study.
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