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INTRODUCTION

Here we assume the reader is familiar with the
basic notions of Nevanlinna theory'=. We use
p(f) to denote the order of growth of the mero-
morphic function f(z), and A(f) to denote the
exponent of convergence of the zeros of f(z).
We also use 7(f) to denote the convergence of
fixed points of f(z), which is defined as 7(f) =
limsup,_, ., logN(r,1/(f —z))/logr. We also define
f=f(z+1)and f = f(z—1). Any quantity satisfy-
ing S(r,f) = o(Tfr,f))(r — 00), possibly outside
a set with finite logarithmic measure, is denoted
by S(r,f) and the field of small functions with
respect to f is denoted by S(f) = {ameromorphic :
T(r,a) =S(r,f)}.

A meromorphic solution f of a difference equa-
tion is called admissible if all the coefficients of the
equation are in S(f ). In particular, if the coefficients
are rational, then an admissible solution must be
transcendental, and if an admissible solution is ra-
tional, then the coefficients must be constants.

An ordinary differential equation is said to pos-
sess the Painlevé property if all of its solutions
are single-values about all movable singularities®.
Painlevé>®, Fuchs’ and Gambier® completed a
substantial classification work, which comprised of
sieving through a large class of second-order dif-
ferential equations by making use of a criterion
proposed by Picard?, now known as the Painlevé
property. Painlevé and his colleagues discovered
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six new equations, later named the Painlevé equa-
tions, which were not solvable in terms of known
functions. Actually, the Painlevé equations are six
nonlinear ordinary differential equations denoted
traditionally by Py, Py, ..., Py;.

As for the difference type Painlevé equation, it is
an important topic in Nevanlinna theory. Ablowitz,
Halburd, and Herbst'? studied the Painlevé differ-
ence equation f » f =R(z, f) where R is rational in
both of its arguments,  stands for either addition
or multiplication. They proved that the existence of
a nonrational meromorphic solution of finite order
implies deg; R < 2. This class of equations contains
many integrable equations that are called difference
Painlevé I-III equations.

Halburd and Korhonen!! considered

f+f=R@f), ey

where R(z, f) is rational in f and meromorphic in z.
They proved the following theorem.

Theorem 1 (Ref. 11) If (1) has an admissible mero-
morphic solution of finite order, then either f satisfies
a difference Riccati equation

_ P+ 1)f(z)+4q(z)

=" e - @

where p,q € S(f ), or equation (1) can be transformed
by a linear change in f to one of the following
equations:

fe+D)+f@+fE-1)=

T2+ Ty

e T @
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FltD)—f(@)+f(e—1)= 222 4 L1k, (4)
()
f(z+1)+f(z—1)=%+n2, )
_ mEtK Ty

f(z+1)+f(z—1)——f(z) @) (6)

_ (mz+x)f(2)+ 7,
fe+1)+f(z—1)= C=—2G) 7

(mz+x))f()+x
fE+D+flz—1)=— 1_1f2(z) 2, (®
f(z+1)+f(2—1)=%, 9

flz+1)+f(z-1)=p()f(z)+q(z), (10)
where T,k € S(f) are arbitrary finite-order peri-
odic functions with period k.

Equations (3), (5), and (6) are known integrable
discretizations of the Painlevé I equation, while
equation (8) is often referred to as the difference
Painlevé II equation. Eq. (2) is a difference Riccati
equation and (10) is a linear difference equation.
The work on the family f(z+1)f(z—1) =R(z, f),
which includes the so-called difference Painlevé III
equation, was initiated in Ref. 12.

Painlevé equations are a fascinating subject in
mathematics. They possess many special features 3.
One of them is that, given a solution of a Painlevé
equation (Py, ..., Py;) with a choice of some param-
eter, a special method based on Bécklund transfor-
mations can be used for deriving a new solution with
a different value of the parameter, either for the
same Painlevé equation or for another. Symmetry
is a word used frequently to refer to such a mecha-
nism to construct new solutions by transformations.
Specially, Painlevé equations appear in many appli-
cations and fields such as hydrodynamics, plasma
physics, nonlinear optics, and solid state physics.

Recently, many scholars 7 have focused on
complex differential and difference equations and
given many results in value distribution theory of
meromorphic functions. The aim of this paper
is to investigate the properties of the differential-
difference and q-difference type Painlevé III equa-
tions.

Chen and Shon '8 studied some of the Painlevé I
and II equations, and obtained the following result.

Theorem 2 Let a, b, ¢ be constants with ac # 0.
If f(2) is a finite order transcendental meromorphic
solution of the difference Painlevé II equation

(az+b)f +c

o (11)

f+f=

219

then
(i) f has at most one non-gero finite Borel exceptional
value;

) A(1/f)=A(f)=p(f);

(iii) f(2) has infinitely many fixed points and satis-
fies ©(f) = p(f).

In the same paper, they also investigated the prop-

erties of rational solutions of equation (11) and
obtained the following result.

Theorem 3 Let a, b, ¢ be constants, ac # 0. Suppose
that a rational function

P(z) _ pz" +Pmaz™ '+ +po
Qz) gz + gz 4+ g
is a solution of (11), where P(z) and Q(z) are

relatively prime polynomials, p, py—1,---,Po and g,
Qn-1,---,qqo are constants. Thenn=m+1and p =

—(c/a)gq.

Zhang and Yi'® investigated the Painlevé III
equations and in particular

FEGF =1 =n(f —p),
FFF -1 =F*—uf,

and obtained the following theorems.

Theorem 4 (Ref. 19) If f is a transcendental finite-

order meromorphic solution of (12), then

@O AN)=7(f)=p();

(i) if u =0, then f has at most one non-zero Borel
exceptional value for p(f) > 0.

flz)=

(12)

(13)

Theorem 5 (Ref. 19) If f is a transcendental mero-

morphic solution of (13) with finite order p(f) > 0,

then

@ =(f)=p(f);

(i) if u# 0, then A(f) = p(f);

(iii) f has at most one non-zero Borel exceptional
value.

RESULTS

In the following, we combine differential and differ-
ence equation ideas to study the Painlevé equations,
which is a new method to research this topic. We
investigate some properties of meromorphic solu-
tions and rational solutions of the two differential-
difference equations

Uinﬂ%fﬁl (14)
2_
fif'= ff _’if, (15)

and prove the following results.
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Theorem 6 Let ) # 0, u # 1 be constants. If f(z) is
a finite order transcendental meromorphic solution of
equation (14), then

@O t(fF)=p(f)

(i) if u # O, then A(f) = p(f);

(iii) f has at most one finite Borel exceptional value.
Theorem 7 Let u, 1 be non-gero constants. If

P(z) azf+a, ;277" +---+ag

Q(z)  bsd+by 1291+ + by

fl2)=

(16)

is a rational solution of equation (14), where P(2)
and Q(z) are relatively prime polynomials, a # 0,
ap_q,...,a9 and b # 0, by_y,...,b, are constants,
then p=gqand a/b = u.

Theorem 8 Let u # 1 be a constant. If f(z) is a

finite order transcendental meromorphic solution of

equation (15), then

@ t()=A1/f)=p();

(i) if u#0, then A(f) = p(f);

(iii) if u #0, then f has at most one Borel exceptional
value.

Theorem 9 Let u # O be a constant. If f(z) =
P(2)/Q(z) defined by (16) is a rational solution of
equation (15), then one of following holds:

() p=qanda/b=y;

(i) p=q+2and4a=>h.

Then we investigate the g-difference equation
P(z,f(2)) _ f(z)*—&2
Qzf(z)  f(z)?2-1 "~

where P(z, f(z)) and Q(z, f (z)) are polynomials in
f(2) without common factors, and we prove the
following results.

fgz)f (z/q) = 17)

Theorem 10 Let f () be a zero-order transcendental

meromorphic solution of (17), and 6, u be two

constants. Then

(i) f(2) has infinitely many poles;

(i) if & #0and u # O, then f (2) assumes every finite
value infinitely often;

(iii) if u =0 and f assumes a finite value A finitely
often, then A is a solution of z* — 222+ 65 = 0.

Suppose that f(z) is a rational function with
poles of z;,...,2,,. Then f(z) can be represented
as the following form

f ) :i((chlzi) =)

i=1

+C+Ciz+---+Cz". (18)
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Theorem 11 Let 6 and u be two constants. Then

() if 6 # 0 and u # 0, suppose (18) is a rational
solution of (17), then u=2n and 6 = —(C,)*;

(i) if 6 #0and u = 0, then the rational solutions of
equation (17) must satisfy f (z) = C+P(2)/Q(2),
where P(2z) and Q(z) are relatively prime polyno-
mials with deg P < degQ and C*—2C%*+65 =0;

(iii) if &6 = 0, then the rational solutions of (17)
must satisfy f(z) = P(2)/Q(z) or f(z) = £/2+
P(2)/Q(2), where P(z) and Q(z) are relatively
prime polynomials with deg P < degQ.

LEMMAS

We introduce some lemmas for the proofs of our
theorems in this section.

Lemma 1 (Ref. 3) Let fj(z)(j =1,...,n)(n = 2) be

meromorphic functions, and g;(z)(j = 1,...,n) be

entire functions. If

M) X, fix)es® =0;

(i) gn(z)—gr(z)isnotaconstantfor l<Sh<k<n;

(i) T(r,f;(z)) =S(r, esn®=&()) for 1 < j < nand
1<h<k<n,

then fi(z) =0(j =1,...,n).

Lemma 2 (Ref. 2) Let f(z) be a meromorphic func-
tion. Then
f ')
m|r,— | =8(r,f).
(7

Remark 1 Chiang, Feng?® and Halburd, Korho-
nen?! proved the difference analogue of the loga-
rithmic derivative lemma, i.e., if f () is a finite order
function and c is a non-zero complex constant, then

Lemma 3 (Ref. 22) Let f be a transcendental mero-
morphic solution of finite order p of a difference
equation of the form

U(z, f)P(z,f) =Q(z, f),

where U(z,f), P(z,f), and Q(z,f) are difference
polynomials such that the total degree deg; U(z, f) =
n in f(z) and its shifts, and deg; Q(z,f) < n. If
U(z, f) contains just one term of maximal total degree
in f(2) and its shifts, then, for each € > 0,

m(r, Pz, f)) = O(r*~1**),

possibly outside an exceptional set of finite logarithmic
measure.
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Remark 2 In Lemma 3, if f(2) is a transcenden-
tal function with p(f) < oo, and U(z, f), P(z, f),
Q(z, f) are differential-difference polynomials in f,
then by using a similar method to that in the proof
of Lemma 2.4.2 of Ref. 2, we see that the similar
conclusion of Lemma 3 holds.

Remark 3 When U(z, f), P(z,f), and Q(z, f) are g-
difference polynomials in a non-constant zero-order
meromorphic function f, we can also obtain the
same conclusion as in Lemma 3 '°.

Lemma 4 (Ref. 23) Let f(z) be a transcendental
meromorphic solution of finite order of the equation
P(z,f) =0, where P(z, f) is a differential-difference
polynomial in f (). If P(z,a) # O for a meromorphic
function a € S(f), then

m(r,fL_a) =S(r,f)

outside of a possible exceptional set of finite logarith-
mic measure.

Remark 4 When P(z, f) are g-difference polynomi-
als in non-constant zero-order meromorphic f, it
has the same conclusion as in Lemma 41°.

Lemma 5 (Ref. 24) Let f(2) be a zero-order mero-
morphic function, and q € C\{0}. Then

T(r, f(gz)) = (1+0(1)T(r, f (=),
N(r, f(gz)) = (1 +o(1)N(r, f(2))
on a set of lower logarithmic density 1.

PROOFS OF THEOREMS

Proof of Theorem 6: (i) Denote g(z) = f(z) —=.
Since f(z) is transcendental, we obtain T(r,g) =
T(r,f)+S(r,f). Substituting f(z) = g(z) + 2z into
(14) yields

_n(g+z—p)

[(g+z+1)(g+z—1)] P

Then we have

P(z,8)=[(g+z+1)(g+z— D] (g+z—1)

—n(g+z—wp)=0. (19)
It follows from (19) that

P(2,0) =222 —(n+2)z+nu #O.

221

Combining this with Lemma 4 yields
1 1
m(r,—) =S(r,f)= m(r,—).
g f—z

N(r,fL_z) = T(r,£)+5(r, ),

which means 7(f) = p(f).
(>ii) If u # 0, we denote

Qe f)=FfYf —D—n(f —pw)=0.

Then Q(z,0) = nu # 0. Combining this with
Lemma 4 yields m(r,1/f)=5S(r, f),i.e., N(r,1/f) =
T(r, f)+S(r, f), which implies A(f) = p(f).

(iii) Assume that f has two finite Borel excep-
tional values a and b(# a). Set

f(z)—a
f@)-b

Thus

g(z)= (20)

Then

p(g)=p(f),
Ag)=A(f —a) < p(g),

A(g) — A —b) < p(2).

Since g is of finite order, we write it as
g(z) =h(z)e®, (21)

where d # 0 is a constant, n = 1 is an integer, and
h(z) is a meromorphic function which satisfies

p(h) <p(g)=n.
It follows from (20) and (21) that

a—bg(z) _ a— bh(z)e®"
1—g(z)  1—h(z)ed=

fla)= (22)

and

a— bhh,(z)e®"
1—hhy(z)ed=" ’

a—bhh,(z)e®"
1 _Flhl(z) edZ"

f= f= (23)
where h;(z) = exp(ndz™! +---+d) and hy(z) =
exp(—ndz™ ! +---+(—=1)"d). Substituting (22) and
(23) into (14) yields

Az) %" + B(z)e*" + C(z) 3"

+D(2)e**" +E(z)e®" +F(z)=0, (24)
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where A(z) = n(u— b)h(hhh,hy)?,

B(z) = b(a—b)(b—1)h[m;(hh,)* + m,(hh,)*]
+2n(b — u)hhhh;hy(hhy +hh,)
+n(a—p)(hhhihy)?,

C(z) = n(u— b)h[(hh; +hhy)* + 2hhh, hy ]
+ b(a—1)(b—a)[m;(hhy)? + my(hh;)*]
+(b—1)(b?—a?®)h(m;hh, + m,hh,)
+21(u— a)hhh; hy(hhy + hhy),

D(z) = n(a—w)[(hh, + hh,)* + 2hhh, hy]
+(a*—b?)(a—1)(myhh, +myhh,)
+a(a—b)(b—1)h(m; +my,)

+2n(b— wh(hh; + hhy),

E(z) = n(u— b)h—2n(a— p)(hh; + hhy)
—a(a—b)(a—1)(m; +m,),
F(z) =n(a—u), where
ml = ;l/hl + Flhll + Tldzn_lilhl
and
m2 = h/hz +hh/2 + ndznilhhz.
From Lemma 1 and (24), we have
A(z)=B(z)=C(z2)=D(z)=E(z)=F(z)=0.

Since 1 # 0, it follows from A(z) = F(z) = 0 that
b = u = a, which is a contradiction. Hence f has at
most one finite Borel exceptional value. O
Proof of Theorem 7: Substituting f(z) = P(2)/Q(2)

into (14) yields
PP\ (P(z) ) (P(z) )
_= == 1= —u . 25
(QQ) (ao-)=(g ) @
Let s = p—q. We consider three cases.
Case 1: s > 0. Then P(2)/Q(z) = (a/b)z°(1 +
0(1)) as r — oo. Substituting it into (25), we obtain

ay? o a_s
25(3) % (1+o(1))(gz (1+o(1))—1)
a
= (351 +o1)-p),
which is a contradiction as r — ©0.
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Case 2: s < 0. Then P(2)/Q(z) = o(1), P/Q =
o(1), and P/Q = o(1) as r — oo. It follows from
(25) that u = 0. Then (25) can be rewritten as

[(P'P+PP)QQ—(Q'Q+QQ")PPI(P(2) —Q(2))
= 1P (z)(QQ)*.
Observing the above equation, we see the degrees of
both sides are not the same, so (14) does not have
rational solution under this condition.

Case 3: s = 0. We have P(z)/Q(z) =a/b+o0(1)
as r — oo. Combining this with (25) yields a/b =

U O
Proof of Theorem 8: (i) Let ¢(z) = f(2) —z. Since
f(2) is a transcendental function, we have T(r, ¢) =
T(r,f)+S(r,f). Then, substituting f(z) = ¢(2)+=
into (15), we obtain

(p+2+1) (¢ +2—-1) (p+2—1) = (¢ +2)*—u($ +2).
Let
P(z,¢)= (¢ +2+1) (¢ +2—1) (¢ +2—1)
— (¢ +2)"+ (¢ +2).
Then
P(2,0)=—22+(u+1)z2—1#0,

and by Lemma 4 we have

m(nzzs ) =m(ng ) =ster=s0.p)

outside of a possible exceptional set of finite log-
arithmic measure, which means N(r,1/(f —2)) =
T(r,f)+S(r,f). Hence we have 7(f) = p(f). We
rewrite equation (15) as

((FYSY =Hf =YY —pf.

(26)

It follows from Lemma 4 and Remark 2 that
m(r, f) = S(r, f), which means N(r,f) = T(r,f)+

S(r,f),ie, A(1/f)=p(f).
(>ii) If u # 0, we rewrite (26) as

1_ (o ® . ey s
foowff\F f Fof '

Combining Lemma 2 and Remark 2 yields

m(r,%) =m(r,f)+S(r,f)=S(r, f).

Thus A(f) = p(f) holds.
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(iii) If u # 0, by (i) and (ii), we see that 0, oo
must not be the Borel exceptional values of f(z).
Then assume that f (z) has two non-zero finite Borel
exceptional values a and b(# a). We set

_f®)—a
f@—b

Then p(g) = p(f), Mg) =Af —a) < p(f) = p(g),
and A(1/g) = A(f —b) < p(f) = p(g). Since g(z)
is of finite order, we rewrite it as

g(z) =h(z)e™,

where d # 0 is a constant, n = 1 is an integer, and
h(z) is a meromorphic function satisfying

g(2) 27)

(28)

p(h) <p(g)=n.

Then
g=hhi(z)e*" , g =hhy(z)e™,  (29)
where
hy(z) = ends" ' ++d
and

hy(z) = e s HHC

It follows from (27), (28), (29) and (15) that

A(z) " + B(2) e + C(2)e*" + D(z) 34"

+E(@)e* +F(2)e® +G(z)=0, (30)

where )
A(z) = b(b—u)(hhhh,hy)?

B(z) = [(u(a+ b)— 2ab)hhh; h,
—2b(b — wh(Rh, +hh,)ThRkiy hy

C(2) = [(b—w)h(bh + 2ahh;) + (a — u)(ahh,
+2bh)hh, ](hh,)* —(a— b)*(b—1)h%m;m,
—2[(u(a + b)—2ab)hh; —2b(b — u)h]hhhh,h,

+b(b—u)(hhh;)?,

D(z) = [(ua + ub —2ab)hh; —2b(b — u)h]hhh,
+ (ua +ub—2ab)h —2a(a — u)hh;
+ (a —w)(ahhy + 2bh)hh, Jhh,
—2[(b—u)h(bh + 2ahh,)

—(a—b)*hmymy,,

223

E(z) = a(a — p)(hh,)? + (a— u)(ahh, + 2bh)hh,
—2[(ua + ub—2ab)h — 2a(a — u)hh, Jhh,
+(b—w)(bh? + 2ahhh,)

—(a—1)(a—b)*mymy,

F(2) = (ua +ub—2ab)h —2a(a — u)(hh; + hhy),
G(z) =ala—w),

where ) ) )
ml = h/hl + hh/1 + ndzn_lhhl

and
mz = h/hz +hh/2 + ndzn_lhhz.

Combining Lemma 1 and (30) yields

A(z) =B(2) =C(2) = D(z) = E(2)
=F(z)=G(z)=0.

Since a and b are non-zero constants, we deduce
from A(z) = 0 and G(z) = 0 that a(a —u) = 0 and
b(b — u) = 0 which means that a and b are distinct
non-zero roots of the equation z(z—u) =0, so a =
w = b, which is a contradiction, i.e., f(z) cannot
have two Borel exceptional values. |
Proof of Theorem 9: Substituting f (z) = P(2)/Q(2)
into (15), we have

PY(RY (2@ _y)_(P@Y_ PG
(Q) (g) (e -1)-(a@) o @
Set s = p —q. We consider the three cases.

Case 1: s > 0. Then P(2)/Q(z) = (a/b)z°(1 +
0(1)) as r — oo. Substituting it into (31) yields

§ (%)222<H>(1 +o(1)) (%25(1 +o(1))— 1)

_ ((%)2225 - u%zs) (1+0(1)) (32)

as r — oo. If (32) holds, then s =2 and 4a = b.
Case 2: s < 0. It follows from (31) that

(P'R—QP)(P'QR—PQ)PQ—Q?%)
= (P*—uPQ)(QQ)*. (33)

Comparing the degrees of both sides of (33), we
obtain a contradiction. So under this condition,
equation (15) has no rational solution.

Case 3: s =0. We have P(2)/Q(z) =a/b+0(1)
as r — 0o. Combining this with (31) yields a/b =
. ]
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Proof of Theorem 10: (i) Suppose that f (2) is a zero-
order transcendental meromorphic solution of (17).
Then substituting it into (17), we have

f(2)2f(q2)f (z/q) = f(2)* + f(q=z)f (z/q) — 6z*".
It follows from Remark 3 that
m(r, f(q2)f (z/q)) =S(r, f) (349

on a set of logarithmic density 1. Combining this
with Lemma 5 yields

N(r, f(qz)f (2/9)) < N(r, f(q2)) + N(r, f (2/q))
=2(1+0(1))N(r,f) (35)

on a set of lower logarithmic density 1. By the
Valiron-Mohon’ko theorem? and (17), we obtain

T(r,f(q2)f (2/q)) = 2T (r, )+ S(r, f).

It follows from (34), (35), and (36) that

(36)

2(1+o(1))N(r, f)=2T(r, f)+S(r, f)

on a set of logarithmic density 1, which means f ()
has infinitely many poles.

(ii) For any finite value A, let g(z) = f(z) —A.
Substituting f (z) = g(z) + A into (17) yields

(g(z) +A)? — 522+
(g(z)+A)2—-1

(g(gz) +A)g(z/q)+A) =
Then let

P(z,8) = (g(q2) +A)(g(z/q) +A)((g(2) +A)* —1)
—(g(x)+AP+62% =0. (37)

By the assumptions 6 # 0 and u # 0, we have
P(z,0) =A*—2A%2 4+ 522# £ 0.
Applying Remark 4 yields
1
m (1) =)
8
on a set of logarithmic density 1. That is,
1 1
N (r, —) =N (r, —)
f-A 8
=T(r,g)+S(rg)=T(f)+5(rf)

on a set of logarithmic density 1. Thus the conclu-
sion (ii) holds.
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(i) If u = 0 and A is not a solution of 2% —2z% +
6 = 0. It follows from (37) that

P(z,0) =A*—2A%2+ 5 #0.

We can obtain N(r,1/(f —A)) = T(r,f)+S(r,f) by
the same method as the above argument. So f(z)
assumes a finite value A finitely often. Then A must
be a solution of z* — 222+ & = 0. ]
Proof of Theorem 11: Suppose that f(z) is a rational
solution of (17) and has poles 21,...,2,,. Then f(z)
can be represented as

C

f&)= i((chlzi) =)

i=1

+C+Ciz+---+Cpz", (38)

where ¢, # 0, C, Cy,...,C, are constants. We
assume C, # 0 (n = 1). For sufficiently large g, it
follows from (38) that

f(z)=Cz"(1+0(1)),
f(gz) = C,2"q"(1+0(1)),

flalg)= cnz"qln(l ro). (39
From (17), we obtain
f@)f(g2)f (2/q9) = f(q2)f (z/q)
+f(2)>—62%. (40)

Combining (39) and (40) yields

(C)*2*™(1+0(1)) = 2(C,)%2* (1 +0(1)) — 522,
(41
(1) If 6 # 0 and u # 0, we discuss the following
two cases. Case 1. If (41) holds, we have u = 2n
and 6 = —(C,)*. Case 2. If Case 1 does not hold,
it follows from C,, # O that (41) is a contradiction
for sufficiently large z. Hence C; =--- =C, = 0.

Furthermore, if C # 0, we deduce from (38) that

flaz) =f(2)=f(z/q) = C+o(1)

for sufficiently large z. Substituting (42) into (40)
yields

(42)

CH1+0(1))=2C%*(1+o0(1) -5z,

which is a contradiction when z is large enough. So

C=C, =---=C, =0. Then we have
P(z)
= 43
f(2) @) (43)
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where P(z) and Q(z) are polynomials such that
degP < degQ. Substituting (43) into (17), it fol-
lows that

P(2)*P(q2)P(2/q) + 62%'Q(2)*Q(q2)Q(z/q)

=Q(2)°P(q2)P(z/q) + P(2)’Q(q2)Q(z/q). (44)

Comparing the degrees of both sides of (44), we
obtain a contradiction.
(i) If 6 # 0 and u = 0, it follows from (41) and

Case 2 of (i) that C; =--- = C, = 0. Hence
P(2)
= ——=+C,
f(=) )

where P(z) and Q(z) are polynomials with deg P <
degQ. Furthermore, we have

flaz) =f(2)=f(z/q) =C+o(1)

for sufficiently large z. Substituting (45) into (17)
yields C*—2C2—56 =0.

(iii) If & = 0, using the similar method as above,
we have C=0o0r C = ++/2. |

(45)
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