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ABSTRACT: Correlation dimension analysis of EEG signals is widely used to access sleep stages. However, the standard
Grassberger-Procaccia (GP) algorithm used to calculate the correlation dimension is very time consuming. To overcome
this problem, an algorithm that combines the grey model and GP algorithm (GM-GP) is proposed. The results show
that the correlation dimensions computed from GP and GM-GP are highly correlated, and the significance between the
CDs in different stages of GM-GP is similar to GP. Furthermore, the computation time of the proposed method is at
most 5% of that of the GP. The proposed algorithm is suitable for the real-time monitoring of sleep stages, which can
provide a deeper understanding of brain function.
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INTRODUCTION

In addition to medical prevention, sleep analysis
can also contribute to psychophysiological monitor-
ing1, 2. In general, sleep consists of six stages includ-
ing wake (stage 0), light sleep (stages 1 and 2), delta
or deep sleep (stages 3 and 4), and rapid eye move-
ment (REM)3, 4. Previous studies have also demon-
strated that electroencephalograph (EEG) signals
vary with sleep progresses, thus EEG has been
widely used for assessing sleep stages5, 6. Hassan
et al extracted many features such as tunable-Q
factor wavelet transform7, spectral features, em-
pirical mode decomposition8, Gaussian parameters
and statistical features9 from EEG signals to clas-
sify sleep states. Liang et al employed multi-scale
entropy and auto-regressive model parameters to
classify sleep stages10, considering that the char-
acteristics of EEG signals are somewhat chaotic,
not only the traditional features, the correlation
dimension (CD) derived from nonlinear dynamical
analysis are also applied to investigate the dynamic
characteristics of EEG. As a measure of dimen-
sionality of the space occupied by a set of random
points, CD has been widely employed to analyse
EEG signals and has also been proven to be effective
when applied to analysing the dynamics of the brain
function underlying behaviour11, 12. It has been
reported that the CD of human EEG changes as the
sleep stages change, particularly in the wake and

REM stages, the cortex is more active in these two
stages than in other stages13, 14. By analysing the
relationship between sleep stages and CD, Ehlers
et al indicated that the CDs of the wake and REM
stages are significantly higher than those of the
other stages15, 16. Rajendra et al studied the six
different types of sleep signals using the CD, and
the results denoted that nonlinear parameters can
be used to quantify the cortical function at different
sleep stages17. Although CD can reveal information
of the activity source, it requires a considerable
amount of computation time, for example 30 s for
a typical case (N = 6000, Fs = 200 Hz, duration of
session = 30 s). Hence it is necessary to find more
efficient algorithm for CD.

The grey model (GM), which was proposed
by Deng, is primarily used for solving complicated
mathematical problems and determining the im-
plicit message of an uncertain or incomplete sys-
tem18. The GM has evolved in many fields, such
as forecasting, image denoising, which is achieved
by reducing the amounts of data. Xie et al processed
images (denoising, an edge detection method) using
the grey prediction model, and the results indicated
that it is feasible and effective on image denoising19.
Hsu et al proposed a novel image compression
using the GM on a dynamic window, which does
not require an extra decoder and only utilizes the
modelling parameters to reconstruct the image by
reversing the operation of GM(1,1)20.
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In this paper, an algorithm that combines the
GM and the Grassberger-Procaccia (GP) is proposed
to improve the computational efficiency. The EEG
signal is first compressed using the GM, then the
CD of the compressed data is calculated using the
GP algorithm. The performance of the proposed
algorithm is evaluated by comparison with the GP
algorithm, and the results demonstrate that GM-
GP has the ability to assess sleep stages with few
computations, and can be further used to realize
real-time monitoring for the entire sleep sessions.

MATERIALS AND METHODS

Materials

The EEG data for analysis were obtained from
the CAP sleep-EDF Database from the MIT-BIH
Database Distribution, which is a collection from the
Sleep Disorders Centre of the Ospedale Maggiore
of Parma, Italy. The waveforms include at least 3
EEG channels (F3 or F4, C3 or C4 and O1 or O2,
referred to as A1 or A2), EOG, EMG of muscle,
and EKG. The 8 healthy subjects included in the
study did not present any neurological disorders and
were free of drugs that affect the central nervous
system. Furthermore, the sleep stages (W = wake,
S1–S4 = sleep stages, R = REM) were coded by
expert neurologists, which is in accordance with
the R&K rules21. In this work, the sleep stages
were analysed based on P4–O2 and the maximum
available sample size was 120. And each epoch
lasted 30 s.

For all subjects, the raw EEG data were band-
pass filtered between 1 Hz and 40 Hz. After that,
the bad trials, which contained obvious artefacts
(eye blink, eye movement, and EMG), were rejected
based on EEGLAB for further analysis.

GP algorithm

CD describes the dimensionality of the underlying
process in relation to the geometrical reconstruction
in phase space. In this study, we estimated CD
using an algorithm based on the GP algorithm22.
The value of CD can be computed by the slope of
the curve ln C(r) versus ln r over a scale-invariant
interval,

CD= lim
r→∞

ln C(r)
ln r

,

where the correlation integral C(r) is

C(r) =
2

N2

 

∑

i, j

H(r − |yi − y j |)

!

,

when yi and y j are the points of the trajectory in
the phase space, N is the number of points, r is the
radial distance, and H is the Heaviside function.

Note that the choices of an appropriate time
lag τ and embedding dimension m are important.
For the time lag τ, the first minimal value of the
autocorrelation function is utilized. For the choice
of embedding, the method is based on the idea that
in the passage from dimension d to d +1, up to the
slope of ln C(r) versus ln r is invariant23.

The GM-GP algorithm

The CD achieved by the GP algorithm can be used
to quantify the cortical function at different sleep
stages, but it requires a considerable amount of
time for the computation, making this algorithm less
attractive. To overcome the shortcomings of the GP
algorithm, GM-GP is proposed, which is described
as follows.

The GM(1,1) can be expressed as

x (0)(k)+ az(1)(k) = b,

where z(1)(k) is defined as the mean of x (1)(k),
when x (1)(k) is the first-order accumulated generate
operation (AGO) sequence of the original sequence
x (0)(k) with n samples, marked 1-AGO, which can
be expressed as

x (0) = (x (0)(1), x (0)(2), . . . , x (0)(n))

x (1) = (x (1)(1), x (1)(2), . . . , x (1)(n)),

where x (1)(k) =
∑k

i=1 x (0)(i), for k = 1,2, . . . , n. For
the estimate for the parameter of GM(1,1), it can be
expressed as

P =
�

a
b

�

= (BTB)−1BTY,

where

B =









−z(2) 1
−z(3) 1

...
...

−z(n) 1









, Y =









x (0)(2)
x (0)(3)

...
x (0)(n)









.

There are two propositions of GM(1,1) for de-
scribing the considered system, the development
coefficient a and grey input b. The development
coefficient a reflects the developmental tide of the
GM(1,1) and b represents the total external excita-
tion18. These parameters can reflect the trend of
the original data to some degree, and thus the grey
model can be used to compress data, which is shown
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Fig. 1 Comparison of raw data with grey data (4 sam-
ples); the solid line represents the compressed data using
grey model, while the short dashed line means raw data
of CD for EEG signals.

in Fig. 1. It is clear that the grey data have the same
trend as the raw data.

For the proposed algorithm, the original data
are first compressed using GM(1,1) to obtain new
data. Then the new data are used to calculate CD
as input for the GP algorithm. By compressing the
data, the amount of computation is decreased. The
proposed algorithm is shown in Fig. 2.

All the processing steps were performed using
MATLAB (Version R2014a, MathWorks), and some
results were obtained using SPSS (IBM SPSS Statis-
tics 22).

Obtain EEG
signals

Pre-process
EEG

Choose
parameters for

GM(1,1)

Determine
embedded dimension
m and lag time τ

Calculate C(r)

Obtain
slope of d(m)

GP
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CD is obtained
from range of

linearlity of slope

Fig. 2 The flow of GM-GP algorithm.

0 20 40 60 80 100 120
0

2

4

6

8

10

12

co
rr
el

at
io

n 
di

m
en

si
on

session

GP
O GM-GP

—— sleep stages

-1
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

sl
ee

p 
st

ag
es

Fig. 3 Comparison of CD using different algorithms at
session. The left and right vertical axes represent the CD
and sleep stages, respectively. For the left vertical axis, the
dash corresponds to the proposed algorithm; the hollow
circles correspond to the GP algorithm and for the right
vertical axis, the solid line represents the sleep stages.

RESULTS AND DISCUSSION

The time varied CDs of one subject computed by
GM-GP and GP are shown in Fig. 3. Considering the
time consuming, 120 sessions were selected, which
were acquired uniformly over the entire stages.
From the results, although there are some differ-
ences between the results obtained using GM-GP
and GP, the trends as the sleep stages change are the
same. The CDs of sleep stage 0 (wake) and REM are
larger than those of the other stages, which indicate
that the brain is active in these stages.

The correlations between CDs computed using
GP and CDs computed using GM-GP with different
GM parameters (sample points) are shown in Fig. 4.
For each subject, 20 samples for each stage were
selected to perform statistical analysis. From the
results, the CDs computed using GM-GP with 4
sample points are highly correlated with those com-
puted using the GP algorithm. The performances
of different sample points were also given in Fig. 5.
It is clear that there was a higher correlation with
GP method using grey-4 compared to others. From
the result, the proposed method was more efficient,
which was particularly in accuracy and stability.

ANOVA was conducted to detect the statistical
significance between either the two independent
variables or their interaction. The results are shown
in Table 1 and Table 2. As shown in Table 1, the CDs
computed from GP in different sleep stages are sta-
tistically significant. Similar results were obtained
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Fig. 4 Correlation between the results obtained by GP
and the proposed algorithm. Grey-4, grey-6 and grey-
8 represent 4, 6, and 8 sample points for parameter of
GM(1,1), respectively.
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Fig. 5 Performance of recognition for three different sam-
ples in eight different participants. Each box represents
the 25–75th percentiles, and central line is the median
value, the tiny vertical lines extend to the most extreme
data not considering as outliers, which are plotted in-
dividually. Statistical significant differences are marked
(p < 0.05).

using the GM-GP algorithm (shown in Table 2).
This demonstrates that the proposed algorithm is
effective for distinguishing the sleep stages.

The time consumptions of both algorithms are
shown in Table 3. One can observe that the GP al-
gorithm requires considerably more time and points.
Compared with the GP algorithm, the computation
time of the GM-GP algorithm decreased to below
5% for each subject except S1. In summary, the
proposed algorithm is more efficient.

Table 1 Analysis of significance test of 8 subjects for
different sleep stages with GP algorithm.

Subject Wake Sleep1 Sleep2 Sleep3 Sleep4 REM

S1 Wake 0.018 0.128 0 0.003 0.055
Sleep1 0.018 0.091 0 0 0.001
Sleep2 0.128 0.091 0 0.026 0.007
Sleep3 0 0 0 0.006 0
Sleep4 0.003 0 0.026 0.006 0
REM 0.055 0.001 0.007 0 0

S2 Wake 0.001 0.006 0 0.001 0
Sleep1 0.001 0.026 0.181 0.018 0.107
Sleep2 0.006 0.026 0.257 0.185 0.079
Sleep3 0 0.181 0.257 0.156 0.006
Sleep4 0.001 0.018 0.185 0.156 0.022
REM 0 0.107 0.079 0.006 0.022

S3 Wake 0.028 0.005 0.105 0.582 0.336
Sleep1 0.028 0.709 0.455 0.086 0.002
Sleep2 0.005 0.709 0.218 0.022 0
Sleep3 0.105 0.455 0.218 0.282 0.011
Sleep4 0.582 0.086 0.022 0.282 0.132
REM 0.336 0.002 0 0.011 0.011

S4 Wake 0 0.014 0 0 0.016
Sleep1 0 0.202 0.286 0.002 0.179
Sleep2 0.014 0.202 0.02 0 0.947
Sleep3 0 0.286 0.02 0.043 0.017
Sleep4 0 0.002 0 0.043 0
REM 0.016 0.179 0.947 0.017 0

S5 Wake 0.001 0.168 0.385 0.345 0.005
Sleep1 0.001 0 0 0 0
Sleep2 0.168 0 0.608 0.661 0.14
Sleep3 0.385 0 0.608 0.941 0.048
Sleep4 0.345 0 0.661 0.941 0.056
REM 0.005 0 0.14 0.048 0.056

S6 Wake 0.138 0 0 0 0.104
Sleep1 0.138 0.005 0 0 0.709
Sleep2 0 0.005 0.042 0 0
Sleep3 0 0 0.042 0.013 0
Sleep4 0 0 0 0.013 0
REM 0.104 0.709 0 0 0

S7 Wake 0.001 0 0 0.008 0
Sleep1 0.001 0 0.022 0.461 0.079
Sleep2 0 0 0.001 0 0
Sleep3 0 0.022 0.001 0.073 0.181
Sleep4 0.008 0.461 0 0.073 0.154
REM 0 0.079 0 0.181 0.154

S8 Wake 0 0 0.002 0.019 0
Sleep1 0 0.003 0 0 0.013
Sleep2 0 0.003 0 0 0.034
Sleep3 0.002 0 0 0.069 0
Sleep4 0.019 0 0 0.069 0
REM 0 0.013 0.034 0 0

Level of statistical significance: p < 0.05.

Fig. 6 displays the receiver operating character-
istic from our analysis, which indicates that the area
in the upper left provides the better performance
to discriminate different classifications. And the
area under the curve (AUC) is shown in Fig. 7.
Compared with other traditional spectral features—
spectral centroid (SC), spectral flux (SF), spectral
roll-off (SRO), spectral irregularity (SI), and spec-
tral irregularity square (SIsquare), which are used
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Fig. 6 ROC with different features (SC, SF, SRO, SI, and SIsquare represent spectral centroid, spectral flux, spectral
roll-off, spectral irregularity, and spectral irregularity square, respectively) of sleep stages. Figures represent ROC for
awake versus others, light sleep versus others, deep sleep versus others, and REM versus others, respectively.

in some literature24, 25—we conclude that the AUC
of GP and GM-GP is significantly better than others.
In stages of awake and REM, the AUC of GP and GM-
GP is dramatically larger than other features, except
for SIsquare of awake stage. The performance in
deep stage is similar for all these features without
SF. And the AUC of GP and GM-GP is smaller sig-
nificantly than SF and SRO, while larger overweight
the features of the rest.

Limitations

Several limitations have to be taken into account
when utilizing the results of these analyses. Firstly,
the trend of GM-GP is similar to GP algorithm, while
the values of CD for GP are not consistent with the

CD for GM-GP method. Secondly, this algorithm
requires signals that have chaotic property. Thirdly,
there is part individual difference among different
subjects, especially for different sample points of
grey method.

CONCLUSIONS

In this paper, we presented a modified algorithm
for analysing EEGs for different sleep stages. The
proposed algorithm combined the grey model and
the GP algorithm. The results demonstrated that the
proposed algorithm is satisfactory with significant
performance according to ANOVA, and thus it is
effective for distinguishing sleep stages. Further-
more, it is considerably faster than the standard
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Table 2 Analysis of significance test of 8 subjects for
different sleep stages with the proposed algorithm.

Subject Wake Sleep1 Sleep2 Sleep3 Sleep4 REM

S1 Wake 0.23 0.103 0 0 0.132
Sleep1 0.23 0.065 0 0 0.023
Sleep2 0.103 0.065 0 0 0.117
Sleep3 0 0 0 0.008 0
Sleep4 0 0 0 0.008 0
REM 0.132 0.023 0.117 0 0

S2 Wake 0.015 0 0 0 0
Sleep1 0.015 0.125 0.106 0.155 0.008
Sleep2 0 0.125 0.022 0.199 0.831
Sleep3 0 0.106 0.022 0.022 0.006
Sleep4 0 0.155 0.199 0.022 0.032
REM 0 0.008 0.831 0.006 0.032

S3 Wake 0.002 0 0.001 0.002 0
Sleep1 0.002 0.711 0.388 0.134 0.488
Sleep2 0 0.711 0.256 0 0
Sleep3 0.001 0.388 0.256 0.276 0.002
Sleep4 0.002 0.134 0 0.276 0
REM 0 0.488 0 0.002 0

S4 Wake 0 0.01 0 0 0
Sleep1 0 0.05 0.1 0 0.068
Sleep2 0.01 0.05 0 0 0.7
Sleep3 0 0.1 0 0 0.54
Sleep4 0 0 0 0 0
REM 0 0.068 0.7 0.54 0

S5 Wake 0 0.003 0.71 0.001 0
Sleep1 0 0.004 0 0 0.315
Sleep2 0.003 0.004 0.005 0 0
Sleep3 0.71 0 0.005 0.019 0
Sleep4 0.001 0 0 0.019 0
REM 0 0.315 0 0 0

S6 Wake 0.233 0 0 0 0.011
Sleep1 0.233 0 0 0 0.76
Sleep2 0 0 0 0 0
Sleep3 0 0 0 0 0
Sleep4 0 0 0 0 0
REM 0.011 0.76 0 0 0

S7 Wake 0 0 0 0 0.002
Sleep1 0 0.007 0.143 0.128 0
Sleep2 0 0.007 0.12 0.091 0
Sleep3 0 0.143 0.12 0.052 0
Sleep4 0 0.128 0.091 0.052 0
REM 0.002 0 0 0 0

S8 Wake 0.107 0.063 0.056 0.087 0
Sleep1 0.107 0.057 0.029 0.006 0.018
Sleep2 0.063 0.057 0.029 0.048 0.018
Sleep3 0.056 0.029 0.029 0.14 0.059
Sleep4 0.087 0.006 0.048 0.14 0.059
REM 0 0.018 0.018 0.059 0.059

Level of statistical significance: p < 0.05. Proposed
algorithm, grey point= 4.

GP algorithm. The proposed algorithm is with the
ability of real-time monitoring of the sleep stages,
which will provide a deeper understanding of the
brain function.
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