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ABSTRACT: The number of doses in a dermal patch under the standard protocol of drug administration is analysed via
a mathematical model. Goldstein and Zhang gave a uniform Berry-Esseen bound for the number of receptors active at
the terminal time by using a version of Stein’s method for bounded monotone size-biased couplings. In this paper, we
generalize their work to the case of a non-uniform bound.
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INTRODUCTION

A medicated adhesive patch which delivers the med-
ication through the skin is called a dermal patch. In
pharmaceutical studies, the dermal patch method is
a way to measure the amount of pesticide residue
directly deposited on the skin1. This method is also
developed in exposure studies using video imag-
ing techniques and in lymphocyte transformation
testing for quantifying metal hypersensitivity2, 3. A
study in the pharmaceutical industry has recognized
the potential of using the dermal patch4, 5.

In this work, we consider how to check the
patches before going to market and the effects of
dermal patches designed to activate targeted recep-
tors. This system includes inactive receptors which
are activated if they receive a dose of medicine
released from the dermal patch and deactivated
if they receive it once again. The doses are in-
creased progressively for a limited number of days
as follows: for the number of receptors n, on each
day r = 1, . . . , n of the study, there are r randomly
selected receptors for which each receives one dose
of medicine from the patch. We focus on the number
of receptors active at the terminal time n. We can
simulate the problem using a mathematical model
by the following argument.

Let n ∈ N be fixed and

X= {X rk | r = 0, 1, . . . , n; k = 1, . . . , n}

be a collection of Bernoulli variables such that for

r ¾ 1,

X rk =







1, the status of receptor k is

changed on day r,

0, otherwise.

The initial state of the receptor is given determinis-
tically by {X0k | k = 1, . . . , n}, which will be taken to
be the state zero, that is, all receptors are inactive,
unless specifically stated otherwise. At stage r, the
receptors are chosen uniformly to have their status
changed and the stages are independent of each
other. Let

Xk =

�

n
∑

r=0

X rk

�

mod 2, Wn =
n
∑

k=1

Xk,

where the random variable Xk is the indicator that
receptor k is active at the terminal time and the
random variable Wn is the number of receptors
active at the terminal time. The mean and the
variance of Wn are given by4

µ= E(Wn) =
n
2

�

1−
n
∏

s=1

λn,1,s

�

,

σ2 = Var(Wn)

=
n
4

�

1−
n
∏

s=1

λn,2,s

�

+
n2

4

�

n
∏

s=1

λn,2,s −
n
∏

s=1

λ2
n,1,s

�

,

where

λn,1,s = 1−
2s
n

, λn,2,s = 1−
4s
n
+

4s(s−1)
n(n−1)
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for s = 1, . . . , n.
Because, in the case of even number n,

n
∏

s=1

λn,1,s =
n
∏

s=1

λ2
n,1,s = 0,

we obtain µ= 1
2 n and

σ2 =
n
4

�

1−
n
∏

s=1

λn,2,s

�

+
n2

4

�

n
∏

s=1

λn,2,s

�

.

Goldstein and Zhang6 showed that

−
e−n

n−1
¶

n
∏

s=1

λn,2,s ¶
e−n

n−1

which implies

n
4
(1− e−n)¶ σ2 ¶

n
4
(1+ e−n). (1)

In addition, the distribution of Wn can be approxi-
mated by the standard normal distribution function
Φ 6. Their technique is Stein’s method for bounded
monotone size-biased couplings and the result is the
following.

Theorem 1 (Ref. 6) For all even numbers n such
that n¾ 6,

sup
z∈R

�

�

�

�

P
�

Wn− n/2
σ

¶ z
�

−Φ(z)
�

�

�

�

¶
n

2σ2

�

1
2
p

n
+

1
2n
+ 1

3 e−n/2
�

+1.64
n
σ3
+

2
σ

.

In the other case, for n = 2m+ 1, an odd number,
Goldstein and Zhang6 constructed a symmetrical
random variable V which is close to Wn and normal-
ized Wn by the mean and the variance of V given by

µV =
n
2

�

1−
n
∏

r=1

λ̄n,1,r

�

=
n
2

,

σ2
V =

n
4

�

1−
n
∏

r=1

λ̄n,2,r

�

+
n2

4

�

n
∏

r=1

λ̄n,2,r

�

,

where

λ̄n,b,r =

¨

1
2 (λn,b,m+λn,b,m+1), r ∈ {m, m+1},
λn,b,r , otherwise,

for b = 1, 2. Since they proved that

−e−n ¶
n
∏

r=1
r 6=m

λ̄n,2,r ¶ e−n,

we obtain
n
4
−

n−1
4

e−n ¶ σ2
V ¶

n
4
+

n−1
4

e−n (2)

and obtain the following result.

Theorem 2 (Ref. 6) For all odd numbers n¾ 7,

sup
z∈R

�

�

�

�

P
�

Wn− n/2
σV

¶ z
�

−Φ(z)
�

�

�

�

¶
n

2σ2
V

�

1
p

n
+

1

2
p

2
e−n/4

�

+1.64
n
σ3

V

+
2
σV

�

1+
1
p

2π

�

.

An approximation of the distribution of Wn by
the clubbed binomial distribution via Stein’s method
was suggested in Goldstein and Xia7. We say that
the random variable Cn has the clubbed binomial
distribution if Cn has the following distribution. If
n mod 4 ∈ {0, 3},

P(Cn = i) =







�

n
i

��

1
2

�n−1

, i ∈ En,

0, otherwise,

and if n mod 4 ∈ {1, 2},

P(Cn = i) =







�

n
i

��

1
2

�n−1

, i ∈On,

0, otherwise,

where En (On) is the set of even (odd) numbers in
{0,1, . . . , n}. The result is

sup
A⊆Z
|P(Wn ∈ A)− P(Cn ∈ A)|¶ 2.7314

p
n e−(n+1)/3.

(3)
In this work, we generalize Theorem 1 and

Theorem 2 to the case of a non-uniform exponential
bound using the non-uniform bound in the normal
approximation for a binomial random variable and
the result of the clubbed binomial approximation for
Wn. These are our results.

Theorem 3 For all even numbers n ¾ 6 and for all
real numbers z such that 0< |z|¶

p
n,

�

�

�

�

P
�

Wn− n/2
σ

¶ z
�

−Φ(z)
�

�

�

�

¶ ε(n, z),

where

ε(n, z) = 2.7314
p

n e−(n+1)/12−(z2+1)/4

+
1

p
n−1

�

9.6414 e−z2/2+21.9638 e−z2/12

+17.1396 e−z2/16
�

.

www.scienceasia.org

http://www.scienceasia.org/2017.html
www.scienceasia.org


ScienceAsia 43 (2017) 137

Theorem 4 For all odd numbers n ¾ 7 and for all
real numbers z such that 0< |z|¶

p
n,

�

�

�

�

P
�

Wn− n/2
σV

¶ z
�

−Φ(z)
�

�

�

�

¶ ε(n, z).

Remark 1 Note that 0 ¶ Wn ¶ n and σ2 ≈ 1
4 n

(exponentially). Then P((Wn− n/2)/σ ¶ z) = 1 for
all z >

p
n and P((Wn − n/2)/σ ¶ z) = 0 for all

z < −
p

n. Hence it is reasonable to consider the
bounds when |z|¶

p
n. In addition, by (1) and (2),

we see that 0.249n ¶ σ2 ¶ 0.251n for n ¾ 6 and
0.249n¶ σ2

V ¶ 0.251n for n¾ 7, respectively.

To prove our main results, we use the normal
approximation for independent bounded random
variables.

NON-UNIFORM EXPONENTIAL BOUNDS FOR
NORMAL APPROXIMATION TO INDEPENDENT
BOUNDED RANDOM VARIABLES

Let Y1, Y2, . . . , Yn be independent and not necessary
identically distributed random variables with zero
means and finite variances. Let

Sn =
n
∑

i=1

Yi

and assume that Var(Sn) = 1.
Under the assumption of the finiteness of the

third moment, we have the uniform Berry-Esseen
theorem

|P(Sn ¶ z)−Φ(z)|¶ C0

n
∑

i=1

E|Yi |3

and the non-uniform Berry-Esseen theorem

|P(Sn ¶ z)−Φ(z)|¶
C1

1+ |z|3

n
∑

i=1

E|Yi |3,

where C0 and C1 are absolute constants. If the Yi
are identically distributed, then both inequalities
shown above can be found in the original works
of Esseen8 and Nagaev9, respectively. The upper
estimate of the constant C0 has been much stud-
ied10–12. The best estimate C0 < 0.4748 was given
in Ref. 13. The result in the case that Yi ’s are non-
identically distributed was generalized in Ref. 14
and the best estimate C0 = 0.5600 was obtained
in Ref. 15. For the non-uniform version, the best
constant C1 was calculated to be 31.395 for non-
identically distributed random variables16. Chen
and Shao17 gave the non-uniform bound without

assuming the existence of the third moment. In the
case of bounded random variables, that is, |Yi | ¶ δ
for i = 1, . . . , n, they obtained the uniform bound
as18

|P(Sn ¶ z)−Φ(z)|¶ 3.3δ. (4)

Chaidee19 used the idea of Chen and Shao18 to
prove a non-uniform exponential bound for inde-
pendent bounded random variables

|P(Sn ¶ z)−Φ(z)|¶ Cδ e−|z|/2δ,

where Cδ = 4.45 + 2.21 exp(2δ + δ−2(e2δ − 1 −
2δ)). Furthermore, a non-uniform exponential
bound in terms of e−z2/2 with unknown constant
was proved20. In this section, we give a non-
uniform exponential Berry-Esseen bound for inde-
pendent bounded random variables in terms of
e−z2/k equipped with some known constants by us-
ing ideas from Chen and Shao18 and the technique
from Ref. 19 which uses Stein’s method.

Stein21 introduced the method to find a Berry-
Esseen bound which does not use the Fourier trans-
form and depends on an elementary differential
equation. First, we consider Stein’s equation for the
normal distribution:

f ′(w)−wf (w) = I(w¶ z)−Φ(z), (5)

where I is the indicator function. This linear differ-
ential equation has the unique solution,

fz(w) =

¨

w̃Φ(w)[1−Φ(z)], w¶ z,

w̃Φ(z)[1−Φ(w)], w> z.

where w̃=
p

2πew2/2. Then,

f ′z (w) =

¨

[1−Φ(z)][1+ww̃Φ(w)], w< z,

Φ(z)[ww̃(1−Φ(w))−1], w> z.

For any random variable W , by (5), we note that

E( f ′z (W ))− E(W fz(W )) = P(W ¶ z)−Φ(z)

which implies that we can find a bound of
E( f ′z (W ))−E(W fz(W )) instead of P(W ¶ z)−Φ(z).
To bound |E( f ′z (W )) − E(W fz(W ))|, we rewrite
E(W fz(W )) in a suitable form by using the size-
biased coupling approach22, 23.

For a nonnegative random variable W with
meanµ, we say W s has the W-size biased distribution
if for all functions f for which E(W f (W )) exists,

E(W f (W )) = µE f (W s).

We need Lemma 1 to obtain a non-uniform
bound in Theorem 5 and Lemma 2 to give bounds
in our main theorems.
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Lemma 1 Let W be a nonnegative random variable
with mean µ and varianceσ2, both finite and positive,
and let W s have the W-size biased distribution and
U = (W−µ)/σ. If W ¶W s ¶W+B with probability
1, for some B > 0, then for any k > 0 such that kB ¶
σ,

E ekU ¶ eµk2B/2σ2+2µk3B2/3σ3
.

Proof : Let Ũ = (W s−µ)/σ. Since W s has the W -size
biased distribution,

E(U f (U)) =
µ

σ
E( f (Ũ)− f (U)) (6)

for all functions f for which these expectations ex-
ist22. Let f : R→ R and h : (0,∞)→ R be defined
by f (u) = eku and h(t) = E etU . Note that

Ũ −U =
W s −W
σ
¶

B
σ

. (7)

Thus by (6) and (7), we obtain

h′(k) = E
�

U ekU
�

=
µ

σ
E[ f (Ũ)− f (U)]

=
µ

σ
E

∫ Ũ−U

0

f ′(U + t)dt

=
µ

σ
E

∫ Ũ−U

0

k ek(U+t) dt

¶
µk
σ

E

∫ B/σ

0

ek(U+B/σ) dt

=
µkB
σ2

ekB/σE ekU

¶
µkB
σ2

E ekU +
µkB
σ2

E ekU |ekB/σ −1|

¶
µkB
σ2

E ekU +
2µk2B2

σ3
E ekU

where the last inequality holds by the fact that
|ew−1|¶ 2|w| for |w|¶ 1. Thus we obtain

h′(k)
h(k)
¶
µkB
σ2
+

2µk2B2

σ3

which implies that

ln h(k)¶
µk2B
2σ2

+
2µk3B2

3σ3
.

2
Let Sn =

∑n
i=1 Yi where Y1, . . . , Yn are

nonnegative independent random variables with
E(Yi) = µi , and let µ = E(Sn), σ2 = Var(Sn) and

U = (Sn−µ)/σ. To obtain a non-uniform bound
for the independent case, Chen and Shao18 used
a non-uniform concentration inequality for U by
assuming (Yi −µi)/σ ¶ 1 for i = 1, . . . , n,

P(a ¶ U ¶ b)¶ e−a/2(5(b− a)+7γ)

for any real number b > a where γ =
∑n

i=1 E|(Yi −
µi)/σ|3. To prove this result, they used the Bennett-
Hoeffding inequality

E etU ¶ exp(et −1− t) (8)

for t > 0 18. They obtained a non-uniform bound of
order e−z . To improve the bound to have order e−z2

,
we follow the proof of a non-uniform concentration
inequality for U by choosing a new function f
defined by

f (w) =







0, w< a− γ
2 ,

esw(w− a+ γ
2 ), a− γ

2 ¶ w¶ b+ γ
2 ,

esw(b− a+γ), w> b+ γ
2 ,

where s > 0 to obtain

P (a ¶ U ¶ b)

¶ 2e−sa
�

E e2sU
�1/2

h

esγ/2(b− a+γ)+
γ

2

i

.

In our work, we cannot apply the Bennett-
Hoeffding inequality (8) to bound E e2sU . Thus we
use Lemma 1 instead, and then the existence of
the size-biased coupling of Sn is also needed. For
i = 1, . . . , n, let Y s

i have the Yi-size biased distri-
bution, independent of Yj and Y s

j for j 6= i and
0¶ Y s

i − Yi ¶ l with probability 1. The size-biased
coupling of Sn can be constructed from Refs. 22, 24.
For a random index I such that

P(I = i) =
µi

∑n
i=1µi

for i = 1, . . . , n and Y1, . . . , Yn, I are independent,
Ss

n = Sn− YI + Y s
I has the Sn-size biased distribution

satisfying
Sn ¶ Ss

n ¶ Sn+ l. (9)

Thus Lemma 1 can be applied with k = 2s and B = l
under the assumption that 2sl ¶ σ to obtain

P (a ¶ U ¶ b)

¶ 2e−sa+µs2 l/σ2+8µs3 l2/3σ3
�

esγ/2(b− a+γ)+
γ

2

�

.

Hence we obtain the following lemma.
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Lemma 2 Let Sn =
∑n

i=1 Yi where Y1, . . . , Yn be non-
negative independent random variables with E(Yi) =
µi and Y s

i having the Yi-size biased distribution, inde-
pendent of Yj and Y s

j for j 6= i, and let µ = E(Sn),
σ2 = Var(Sn) and U = (Sn − µ)/σ. For l > 0, if
0 ¶ Y s

i − Yi ¶ l with probability 1, for i = 1, . . . , n,
then for all real numbers b > a and s > 0 such that
2sl ¶ σ,

P (a ¶ U ¶ b)

¶ 2 e−sa+µs2 l/σ2+8µs3 l2/3σ3
�

esγ/2(b− a+γ)+
γ

2

�

where γ=
∑n

i=1 E|(Yi −µi)/σ|3.

A non-uniform exponential bound is presented in
the following theorem.

Theorem 5 Let Sn =
∑n

i=1 Yi where Y1, . . . , Yn be
nonnegative independent random variables with
E(Yi) = µi and Y s

i having the Yi-size biased distri-
bution, independent of Yj and Y s

j for j 6= i, and let
µ= E(Sn),σ2 = Var(Sn) and U = (Sn−µ)/σ. Assume
that |(Yi − µi)/σ| ¶ δ and 0 ¶ Y s

i − Yi ¶ l with
probability 1, for some l > 0 and for i = 1, . . . , n.
Then for z ∈ R such that 0< 1

8 |z|l ¶ σ,

|P(U ¶ z)−Φ(z)|¶ 1.5δC(δ, z+2δ)+
2δ
p

2π
e−z2/2

where

C(δ, z) =

�

1+ z2

|z|

�

e−19z2/200+
2 e−z2/2

p
2π

+

�

1+ z2

|z|

�

e−9z2/80+|z|δ/4+µz2 l/128σ2+µ|z|3 l2/768σ3
.

Proof : Suppose that z > 0. For z < 0, we use the
fact that Φ(z) = 1−Φ(−z) and then apply the result
to −U . To prove this theorem conveniently, we let

Ui =
Yi −µi

σ
, U (i) = U −Ui

and Ki(t) = EUi[I(0 ¶ t ¶ Ui)− I(Ui ¶ t < 0)] for
i = 1, 2, . . . , n. Then

n
∑

i=1

∫ ∞

−∞
Ki(t)dt =

n
∑

i=1

EU2
i = 1.

Since |Ui |¶ δ, Ki(t) = 0 for |t|> δ implies that
n
∑

i=1

∫ ∞

−∞
P(U (i)+ t ¶ z)Ki(t)dt

=
n
∑

i=1

∫

|t|¶δ
P(U −Ui + t ¶ z)Ki(t)dt

¾
n
∑

i=1

∫

|t|¶δ
P(U ¶ z−2δ)Ki(t)dt

= P(U ¶ z−2δ)
n
∑

i=1

∫ ∞

−∞
Ki(t)dt

= P(U ¶ z−2δ). (10)

Chen and Shao18 proved that

n
∑

i=1

∫ ∞

−∞
P(U (i)+ t ¶ z)Ki(t)dt −Φ(z)

=
n
∑

i=1

E

∫ ∞

−∞
{U fz(U)

− (U (i)+ t) fz(U
(i)+ t)}Ki(t)dt.

This implies that
n
∑

i=1

∫ ∞

−∞
P(U (i)+ t ¶ z)Ki(t)dt −Φ(z)

¶
n
∑

i=1

E

∫ ∞

−∞
|U fz(U)

− (U (i)+ t) fz(U
(i)+ t)|Ki(t)dt

=
n
∑

i=1

E

∫

|t|¶δ
|(U (i)+Ui) fz(U

(i)+Ui)

− (U (i)+ t) fz(U
(i)+ t)|Ki(t)dt

=
n
∑

i=1

E

∫

|t|¶δ
|EUi{(U (i)+Ui) fz(U

(i)+Ui)}

− EUi{(U (i)+ t) fz(U
(i)+ t)}|Ki(t)dt. (11)

Let g(w) = (wfz(w))′. Chen and Shao17 showed
that g(w)¾ 0 for all w ∈ R and

g(w) =

¨

(w̃(1+w2)[1−Φ(w)]−w)Φ(z), w> z,

(w̃(1+w2)Φ(w)+w)(1−Φ(z)), w< z.

Using the fact that18

1−Φ(z)¶
e−z2/2

p
2πz

for z > 0, (12)

we have

g(w)¶ 2(1−Φ(z))¶
2e−z2/2

p
2πz
¶

e−19z2/200

z

for w¶ 0,

g(w)¶
�p

2π(1+ z2)e81z2/200+ z
�

�

e−z2/2

z
p

2π

�

=
1+ z2

z
e−19z2/200+

e−z2/2

p
2π

(13)
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for 0< w¶ 9z/10, and

g(w)¶
�p

2π(1+ z2)ez2/2+ z
�

�

e−z2/2

z
p

2π

�

=
1+ z2

z
+

e−z2/2

p
2π

(14)

for 9z/10< w< z. For w¾ z, we know that g(w)¶
2/(1+w3) 17. From this fact and (14), we have

g(w)¶
1+ z2

z
+

e−z2/2

p
2π

for w> 9z/10. (15)

By (9) and the assumption that 1
8 zl ¶ σ, we can

apply Lemma 1 with B = l and k = 1
8 z, and use

the fact that U (i) ¶ U + δ to show that for any
−δ ¶ u¶ δ,

P
�

U (i) >
9z
10
−u
�

¶ e−9z2/80+zu/8E e(z/8)U
(i)

¶ e−9z2/80+zδ/8E e(z/8)(U+δ)

= e−9z2/80+zδ/4E e(z/8)U

¶ e−9z2/80+zδ/4+µz2 l/128σ2+µz3 l2/768σ3
. (16)

Using (13), (15) and (16), we show that for any
−δ ¶ u¶ δ,

Eg(U (i)+u)

= Eg(U (i)+u)I
�

U (i)+u¶
9z
10

�

+ Eg(U (i)+u)I
�

U (i)+u>
9z
10

�

¶
�

1+ z2

z
e−19z2/200+

e−z2/2

p
2π

�

+

�

1+ z2

z
+

e−z2/2

p
2π

�

P
�

U (i)+u>
9z
10

�

¶
�

1+ z2

z

�

e−19z2/200+
2e−z2/2

p
2π

+

�

1+ z2

z

�

e−9z2/80+zδ/4+µz2 l/128σ2+µz3 l2/768σ3

=: C(δ, z).

Hence for any −δ ¶ s, t ¶ δ,
�

�E(U (i)+ t) fz(U
(i)+ t)− E(U (i)+ s) fz(U

(i)+ s)
�

�

=

�

�

�

�

�

∫ t

s

Eg(U (i)+u)du

�

�

�

�

�

¶ C(δ, z)(|s|+ |t|). (17)

By (11) and (17), we obtain
n
∑

i=1

∫ ∞

−∞
P(U (i)+ t ¶ z)Ki(t)dt −Φ(z)

¶ C(δ, z)
n
∑

i=1

E

∫

|t|¶δ
(|Ui |+ |t|)Ki(t)dt

= C(δ, z)
n
∑

i=1

{E|Ui |EU2
i +0.5E|Ui |3}

¶ 1.5δC(δ, z). (18)

From (10) and (18),

P(U ¶ z−2δ)−Φ(z−2δ)

¶
n
∑

i=1

∫ ∞

−∞
P(U (i)+ t ¶ z)Ki(t)dt −Φ(z−2δ)

=
n
∑

i=1

∫ ∞

−∞
P(U (i)+ t ¶ z)Ki(t)dt −Φ(z)

+Φ(z)−Φ(z−2δ)

¶ 1.5δC(δ, z)+
2δ
p

2π
e−(z−2δ)2/2.

This implies that

P(U ¶ z)−Φ(z)¶ 1.5δC(δ, z+2δ)+
2δ
p

2π
e−z2/2.

Similarly, the lower bound of P(U ¶ z)−Φ(z) can be
demonstrated. 2

Corollary 1 Let Bn ∼ Binomial(n, p), where p ∈
[ 1

8 , 1
2 ]. For all real numbers z such that 0 < |z| ¶

p

nq/p,
�

�

�

�

P

�

Bn− np
p

npq
¶ z

�

−Φ(z)
�

�

�

�

¶ 1.5δC(δ, z+2δ)+
2δ
p

2π
e−z2/2,

where q = 1− p,

C(δ, z)¶
�

1+ z2

|z|

�

e−19z2/200+
2e−z2/2

p
2π

+

�

1+ z2

|z|

�

e|z|δ/4−z2(9/80−1/128q−1/768pq)

and δ = max{p, q}/pnpq. Furthermore, if p = 1
2 ,

then for all real numbers z such that |z|¶
p

n,
�

�

�

�

�

P

�

Bn− n/2
p

n/4
¶ z

�

−Φ(z)

�

�

�

�

�

¶
1
p

n

�

9.6414 e−z2/2+21.9638 e−z2/12
�

.
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Proof : Note that µ = E(Bn) = np and σ2 =
Var(Bn) = npq. Let Bn =

∑n
i=1 Yi where Yi ∼ Ber(p).

Ross24 showed that Y s
i = 1 for i = 1, . . . , n. Because

p¾ 1
8 and 0< |z|¶

p

nq/p, we obtain 0< 1
8 |z|¶σ.

Thus we can apply Theorem 5 with l = 1 to obtain

�

�

�

�

P

�

Bn− np
p

npq
¶ z

�

−Φ(z)
�

�

�

�

¶ 1.5δC(δ, z+2δ)+
2δ
p

2π
e−z2/2,

where

C(δ, z) =

�

1+ z2

|z|

�

e−19z2/200+
2e−z2/2

p
2π

+

�

1+ z2

|z|

�

e−9z2/80+|z|δ/4+z2/128q+|z|3/768q
p

npq

¶
�

1+ z2

|z|

�

e−19z2/200+
2e−z2/2

p
2π

+

�

1+ z2

|z|

�

e|z|δ/4−z2(9/80−1/128q−1/768pq).

(19)

Consider p = 1
2 . If |z|¶ 4, by (4), we obtain

�

�

�

�

�

P

�

Bn− n/2
p

n/4
¶ z

�

−Φ(z)

�

�

�

�

�

¶ 3.3δ ¶
12.52
p

n
e−z2/12.

From (19), if |z|> 4, by using the property that |z|¶p
n and δ = 1/

p
n, we have

C(δ, z)¶
�

1+ z2

|z|

�

e−19z2/200+
2e−z2/2

p
2π

+

�

1+ z2

|z|

�

e1/4−z2(9/80−1/64−1/192)

=

�

1+ z2

|z|

�

e−19z2/200+
2e−z2/2

p
2π

+

�

1+ z2

|z|

�

e1/4−88z2/960

=

�

1+ z2

|z|

�

e−7z2/600−z2/12+
2 e−z2/2

p
2π

+

�

1+ z2

|z|

�

e1/4−z2/120−z2/12

¶
2 e−z2/2

p
2π

+10.4918e−z2/12

where the last inequality holds by using the fact
that e−7z2/600/|z| ¶ 0.2075, |z|e−7z2/600 ¶ 3.9707,

e−z2/120/|z| ¶ 0.2188 and |z|e−z2/120 ¶ 4.6982 for
|z|¾ 4. This implies that

C(δ, z+2δ)¶
2e−(z+2δ)2/2

p
2π

+10.4918e−(z+2δ)2/12

¶
2e−z2/2+2|z|δ
p

2π
+10.4918 e|z|δ/3−z2/12

¶
2e2 e−z2/2

p
2π

+10.4918 e1/3−z2/12.

Thus for all z ¶
p

n,
�

�

�

�

�

P

�

Bn− n/2
p

n/4
¶ z

�

−Φ(z)

�

�

�

�

�

¶ 1.5δC(δ, z+2δ)+
2δ
p

2π
e−z2/2

¶
1
p

n

�

9.6414 e−z2/2+21.9638 e−z2/12
�

.

2

PROOF OF THEOREM 3

It suffices to prove the theorem in the case z > 0.
Let Bn−1 ∼ Binomial(n−1, 1

2 ). Note that
�

�

�

�

P
�

Wn− n/2
σ

¶ z
�

−Φ(z)
�

�

�

�

¶
�

�

�

�

P
�

Wn− n/2
σ

¶ z
�

− P
�

Cn− n/2
σ
¶ z

�

�

�

�

�

+

�

�

�

�

P
�

Cn− n/2
σ
¶ z

�

− P
�

Bn−1− n/2
σ

¶ z
�

�

�

�

�

+

�

�

�

�

P
�

Bn−1− n/2
σ

¶ z
�

− P

�

Bn−1− (n−1)/2
p

(n−1)/4
¶ z

��

�

�

�

+

�

�

�

�

�

P

�

Bn−1− (n−1)/2
p

(n−1)/4
¶ z

�

−Φ(z)

�

�

�

�

�

=: A1+A2+A3+A4. (20)

By (3) and z ¶
p

n, we see that

A1 ¶ 2.7314
p

n e−(n+1)/3

¶ 2.7314
p

n e−(n+1)/12−(z2+1)/4. (21)

Since n is even, n mod 4 ∈ {0,2}. Suppose that
n mod 4 = 0. Let t be any real number such that
t ∈ (0, n]. If btc is even, then

|P(Cn ¶ btc)− P(Bn−1 ¶ btc)|

=

�

�

�

�

�

btc
∑

i=0

P(Cn = i)−
btc
∑

i=0

P(Bn−1 = i)

�

�

�

�

�
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=
�

1
2

�n−1

�

�

�

�

�

btc/2
∑

i=0

�

n
2i

�

−
btc
∑

i=0

�

n−1
i

�

�

�

�

�

�

=
�

1
2

�n−1

�

�

�

�

�

btc/2
∑

i=1

��

n
2i

�

−
�

n−1
2i

��

−
btc/2
∑

i=1

�

n−1
2i−1

�

�

�

�

�

�

= 0

where the last equality is true by using the property
that

�n
k

�

−
�n−1

k

�

=
�n−1

k−1

�

for all integers n, k such that
1¶ k ¶ n−1. If btc is odd, then for btc= 1,

|P(Cn ¶ btc)− P(Bn−1 ¶ btc)|

=

�

�

�

�

�

P(Cn = 0)−
1
∑

i=0

P(Bn−1 = i)

�

�

�

�

�

=
�

1
2

�n−1
�

n−1
1

�

and for btc¾ 3, we have

|P(Cn ¶ btc)− P(Bn−1 ¶ btc)|

=

�

�

�

�

�

btc−1
∑

i=0

P(Cn = i)−
btc
∑

i=0

P(Bn−1 = i)

�

�

�

�

�

=
�

1
2

�n−1

�

�

�

�

�

(btc−1)/2
∑

i=0

�

n
2i

�

−
btc
∑

i=0

�

n−1
i

�

�

�

�

�

�

=
�

1
2

�n−1
�

�

�

�

(btc−1)/2
∑

i=1

��

n
2i

�

−
�

n−1
2i

��

−
(btc−1)/2
∑

i=1

�

n−1
2i−1

�

−
�

n−1
btc

�

�

�

�

�

=
�

1
2

�n−1
�

n−1
btc

�

.

In the case that n mod 4 = 2, we use the same
argument to obtain

|P(Cn ¶ btc)− P(Bn−1 ¶ btc)|

=







�

n−1
btc

��

1
2

�n−1

, btc is even,

0, btc is odd.

Hence

A2 =
�

�

�P
�

Cn ¶
j

σz+
n
2

k�

− P
�

Bn−1 ¶
j

σz+
n
2

k�
�

�

�

¶ P
�

Bn−1 =
j

σz+
n
2

k�

.

Next, consider A3. By (1) and the fact that en ¾ n
for any n ∈ N, we see that

√

√n−1
4
¶
s

n
4
(1− e−n)¶ σ

and for z ¶
p

n,
�

σ−

√

√n−1
4

�

z

¶
n e−n+1

p

4n(1+ e−n)+
p

4(n−1)
z

¶
1
2

n e−n+1
p

1+ e−n+
p

1−1/n
< 1

2

for n¾ 6. Hence

1
2 ¶

�

σz+
n
2

�

−

�√

√n−1
4

z+
n−1

2

�

< 1

which implies

A3 = P

�√

√n−1
4

z+
n−1

2
< Bn−1 ¶ σz+

n
2

�

¶ P
�

Bn−1 =
j

σz+
n
2

k�

.

We now use the fact that x − 1 ¶ bxc ¶ x for
any x ∈ R and 1

5 z ¶
p

(n−1)/4, and then we can
apply Lemma 2 to (Bn−1 − (n − 1)/2)/

p

(n−1)/4
equipped with l = 1, s = 1

10 z, γ = 1/(
p

n−1) and
σ2 ¾ 0.249n for n¾ 6 to obtain

A2+A3

¶ 2P
�

σz+
n
2
−1¶ Bn−1 ¶ σz+

n
2

�

= 2P

�

2σ
p

n−1
z−

1
p

n−1
¶

Bn−1− (n−1)/2
p

(n−1)/4

¶
2σ
p

n−1
z+

1
p

n−1

�

¶ 4e−(z/10)((2σ/(
p

n−1))z−1/(
p

n−1))+(351/10000)z2

×
�

e
p

2/20
�

3
p

n−1

�

+
1

2
p

n−1

�

¶ 4e−(σ/(5
p

n−1))z2+
p

2/10+(351/10000)z2

×
�

e
p

2/20
�

3
p

n−1

�

+
1

2
p

n−1

�

¶ 4e−(997/10000)z2+
p

2/10+(351/10000)z2

×
�

e
p

2/20
�

3
p

n−1

�

+
1

2
p

n−1

�

¶
17.1396
p

n−1
e−z2/16. (22)

It remains to bound the error term A4. Applying
Corollary 1 to Bn−1 ∼ Binomial(n−1, 1

2 ), we obtain

A4 ¶
1

p
n−1

�

9.6414 e−z2/2+21.9638e−z2/12
�

.

(23)
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Hence, by (20)–(23), the theorem holds.

PROOF OF THEOREM 4

Note that

�

�

�

�

P
�

Wn− n/2
σV

¶ z
�

−Φ(z)
�

�

�

�

¶
�

�

�

�

P
�

Wn− n/2
σV

¶ z
�

− P
�

Cn− n/2
σV

¶ z
�

�

�

�

�

+

�

�

�

�

P
�

Cn− n/2
σV

¶ z
�

− P
�

Bn−1− n/2
σV

¶ z
�

�

�

�

�

+

�

�

�

�

P
�

Bn−1− n/2
σV

¶ z
�

− P

�

Bn−1− (n−1)/2
p

(n−1)/4
¶ z

��

�

�

�

+

�

�

�

�

�

P

�

Bn−1− (n−1)/2
p

(n−1)/4
¶ z

�

−Φ(z)

�

�

�

�

�

.

Using the same argument as in Theorem 3, we can
show that

�

�

�

�

P
�

Wn− n/2
σV

¶ z
�

−Φ(z)
�

�

�

�

¶ ε(n, z)

as desired.
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