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INTRODUCTION

Fractional-order differential equation has more ad-
vantages compared with integer-order differential
equation. This equation is flexible and accurate in
describing the changing law of things. Accordingly,
fractional-order differential equation is widely used
in real life [ 1-6]. However, some physical meanings
of the fractional differential equation are yet to
be universally recognized due to the complexity of
its initial values; hence, the development of the
theory of fractional differential equation is still in
its infancy. The fractional differential equation is
difficult to study because of the limitation of deriva-
tives in its boundary value problem. However, this
equation has become a major topic among many
scholars because of its wide practical application
value, important theoretical significance, and broad
prospects.

Fractional calculus was proposed 300 years
ago. The study of fractional differential equations
requires the comprehensive application of diverse
mathematical knowledge, such as real variable func-
tion, complex variable function, integral transfor-
mation, functional analysis, and linear algebra.
Accordingly, the research of fractional differential
equations is difficult and comprehensive.

In addition, fractional differential equations are
gradually closely related to other disciplines. The
contents of fractional differential equations become
rich when they are used in different fields. Many
scholars have conducted substantial research on
fractional differential equations and their applica-

tions, and have obtained good results. Ref. [7]
considered a class of four-point fractional boundary
value problem of the form

{D&u(x) +Af(x,u(x))=0, xe€(0,1),
u'(0)—wu(&) =0, u'(1)—wpyu(n) =0,

where 1 <a<2,0<E<N<1 0< up,uy <1,
A > 0 are parameters, and f(x,u):[0,1] x RT —
R* is continuous and increasing in x for each x €
[0,1]. The authors established the existence and
uniqueness of positive solutions for this problem by
using the fixed point theorems of concave operators
in partial ordering Banach spaces. Ref. [8] studied
the boundary value problem of nonlinear fractional
differential equations

€3]

“D*u(x) + f (x,u(x)) =0, xe€(0,1),
u(0) =u'(0) = --- =u*"1(0), 2
—y k()= = () =0, P

u(1) =2 [, u(t)de,

wheren<a<n+1,n=22 0<k<n—1,nkeN,
0<A<k+1, “D*is an a order Caputo fractional
derivative. The author obtained the existence con-
dition of the positive solution for this equation by
using the cone compression and expansion fixed
point theorem of a strict set contraction operator.
In Ref. [9], the numerical solutions of the
Volterra integro-differential equations are discussed
with respect to the initial conditions of necessity
by developing the reproducing kernel algorithm
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within the Atangana-Baleanu fractional operator.
The solution methodology involves the use of couple
Hilbert spaces for the range and domain space.
In Ref. [10], Lie symmetry analysis and invariant
subspace methods of differential equations play an
important role in the study of fractional partial
differential equations. The former method helps
derive point symmetries, symmetry algebra, and
admissible exact solution. Meanwhile, the later
one determines an admissible invariant subspace
to derive the exact solution of fractional partial
differential equations. The results of the existence
of fractional differential equations in application are
available in the literature. Readers should refer to
[11-14].

At present, the main types of fractional deriva-
tives are Caputo type, Riesz type, Riemann-Liouville
type, and other fractional derivatives. The Caputo
and Riemann-Liouville types of fractional order are
widely used among these types because of their
broad application background and relatively simple
calculation. The research on fractional differential
equations keeps increasing every year. However,
few studies have been carried out on the existence
of positive solutions of Caputo fractional differential
equations with complex boundary conditions. This
phenomenon is due to two factors. First, a cone and
an operator are relatively difficult to construct in the
boundary value problem of Caputo fractional differ-
ential equation. Second, the proof of inequalities
suitable for operator stretching and compression,
and the result of the operator’s influence on the
existence of positive solutions during stretching or
compression are difficult to obtain. On the basis of
these studies, we will examine the following Caputo
fractional differential equation:

Dv(x)+ ¢(x,v(x))=0, 0<x<1,
v(0)=--- =vD(0) = v D(0) =0
pr()+qv' (D) =p [, v(D)dt,

€))

wheren+1l<a<n+2,0<u<n+1,neN,p=0
q=0,p+q#0,0<E<1,0<uE* <patala—l)g,
p(x,v) : [0,1] x [0,00) — [0,00) is continuous,
and D% is an a order Caputo fractional derivative.

This study aims to obtain the existence and
nonexistence of positive solutions for (3). Our main
purpose is to prove the existence and nonexistence
of solutions for (3) by using a fixed point theorem.
Moreover, we illustrate two examples to verify our
results.
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GREEN FUNCTION
Construction of the Green function

Lemma 1 ([15]) Let a > 0. Then, fractional deriva-
tive °D*y(x) = 0 has a unique solution:

v(x )—Z .

i=0

Lemma 2 ([15]) Let a > 0. Then,

[a]
1D (x) = v(x)— Z Y (0)

Lemma 3 Let p(x) € C[0,1], n+1<a<n+2,ne
N, p,q20,p+q# 0<u<n+1l,and0<E< 1
Then, the Caputo-type fractional differential equation

D*v(x)+h(x)=0, 0<x<1,
v(0) =---=v("D(0) =v"(0) = 0
pv(1)+qv'(1) = uf(f v(t)dt

4)

has a unique solution v(x) = fol G(x, t)h(t)dt,

where

G(x,t)=

PO)(x—t)*~ 1‘*'(fl"'l)PX”(l 0!
P(0)(a
a(a 1)(n+1)qx"(1 )42 —(n+Dux"(E—t)*
Y(0)aT(a)

P (0)(x—t)* 1 +(n+1)px"(1—t)*!
Y (0)l(a)
(a—1)(n+1)gx"(1—t)*2
P(0)I'(a)
(n+1)px"(1—t)* 1 +(a—1)(n+1)gx"(1—t)* >

P(0)I(a)
a(n+1)px"(1—t)* ' +a(a—1)(n+1)gx"(1—t)*2

{+ ,0<E<t<x<1,

$(0)al(a) 5 \X<t<5
(n+1)px"(1—t)* +(a—1)(n+1)gx"(1—t)*2
MORE) ,0<ESxsSt<

and Y(t) = (n+1)p+n(n+1)g—puE™(1—1t).
Proof: According to Lemma 2, the first equation of

(4) is equivalent to

n+1

f(x—t)“_lh(t)dt+z @xf. 6)
0

j=0

v(x)=———=

I'(a)
Together with the second condition of (4), we have

v(x)———J.(x—t)"L 'h(t)dt + ——= n(o) .

I'(a)

,0<t<x<E<,
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Setting v"(0)/n! =K, yields
v(1 )——mf (1—-6)*1h(t)dt +K, 8
V(1) = —m J(a 1)(1—6)*2h(t)dt+nkK, (9)

and

g 3
1 | e
fov(x)dx— F(G)L - h(t)dt+n+1K (10)

From (8)—-(10) and the third condition of (4), it

yields
(n+1)p a1
K= ONC )f (1—0)* " h(t)de
(n+1)(a—1)q _ ya2
—w(o)r(a) fo(l t)**h(t)dt
(n+1u

3
_ —f (E—t)*h(t)dt. (11)
0

Y(0)aT'(a)
Substituting (11) into (7) yields,

v(x)= % JO (x—t)* th(t)de

(n+ Dpx"

Y(0)I(a)

(n+ 1)(a—1)gx"
P(0)I(a)

f (1—6)*th(t)de

f (1—t)*2n(t)dt
0

(n+Dux" [° )
_WJ; (& —1)*h(1)dt.

When 0 < x < £ <1, we have

(n+1)px™
P(0)I'(a)

X & 1
[ 1—=0)° ) de+ [ (1—6)* th(t)de+ (1—t)‘Hh(t)dt]
0 13

x

N B P
v(x)—r(a)fo(x t)*"h(t)dt +

(n+1)(a—1)gx"
Y(0)I'(a)

3 1
+f (1—t)*2h(t)dt + f 1- t)a_zh(t)dt]
x g

[J (1—t)*2h(t)dt
0

_ (n+ Dux™

x 3
w(o)ar(a)[ L(g —)%h()de+ fé —t)ah(t)dt]

119

h(t)dt

w(oxx ) +H(nt+Dpx"(1—1)*"
P(0)r(a)
+

a(a—l)(n+1)qx"(1—t)“’2—(n+1)ux”(5—()’1 h(t)dt

(0)aT(a)

+

MORE) h(t)de
£

(n+ 1" (E—)°
Darca (t)de

§
J (n+1)px"(1—t)* ' +(a—1)(n+1)gx"(1—t)*2
x
x

1
(n+1)px"(1—t)* 1 +(a—1)(n+1)gx"(1—t)*2
T h(t)dt.

+

—

When 0 < £ < x < 1, we have

v(x)—F( ) f(x—t)“‘lh(t)dw (x—t)* 1h(t)dt]
(n+1)px

$OI(@)
1 n
¥ f (1= o) heyde | + R

3 x 1
|:.f (1—t)‘”h(t)dt+f (l—t)“’zh(t)dt+f (1—t)""2h(t)dt]
0 13 x

(n+1ux"
P(0)al(a)

3
)
‘|
+JX YO)x=0)*"+{(n+ Dpx" (1-)* "

3
J

f(l —)* h(t)dt+ (1 —)* h(t)dt
0 g

3 x
U(g —t)*h(t)dt+ | (&E— t)“h(t)dt]
0 3

P(O)(x—0)* T +(n+1)px"(1—t)* "
Y(0)r(a)

h(t)dt

13
a(a—1)(n+1)qx"(1—t)*2—(n+1)ux"(E—t)*
Y (0)aT(a) h(t)dt

ORE) h(t)de

X
(a—1)(n+1)gx"(1—t)*2

$(0)(@) h(t)dt

a(n+1)px"(1—t)* ' +a(a—1)(n+1)gx"(1—t)*2
P(0)al(a)

+
3
X

+ f h(t)de.
1

Thus, Lemma 3 is proved. a

Properties of the Green function

Lemma 4 The Green function G(x, t) defined by for-
mula (5) has the following properties:

a)q o a—

(i) G(x, t)/w(O)F( ) (1—1)*2t
(n+Dp+n(n+Dg—p&'A—)
¥ MORC =0T
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(i) G(x,t) < t(l_t)a—1($ + w“(lgi;)) When 0 < £ <t < x < 1, we obtain the following:
(aZ — (l)q (1 _ t)a72t.
Y(0)T(a) ’ G(x,t)= m[w(o)(x—t)"“1 +(n+1)px"(1—t)*!

+a—1D(n+1)gx"A—t)* "+ (a—1)(n+1)gx"(1— t)“’zt]
P(t)

(iii) (t) > 0 and Y(t) is an incremental function
on [0,1]; S (k=0 (a—1)(n+1)gx"

a2, n _ya-1
(iv) G(x,t)>0, Yxe<(0,1) Z T e (1)
> > > . (azfa)q n a ugn-v»lt . W 1 ) N
Z yor@* T o Y TR a0
Proof: When 0 < t < x <& <1, we obtain the  (a®?~a)q , .
following expression: = w(O)F(a)x (102
1 +(Tl+ Dp+n(n+1)g—u&E™(1—1t) o
= Y(0ar(@) -0 MORC) ,
G(x,t) JO)ar@) |:a1/)(0)(x t)

+a(n+ Dpx"(1—1)*1+(a? —a)(n+1)gx*(1—t)*!
+(a?—a)(n+1)gx"(1— )* 2 —(a? —a)(n+ 1)gx"(1—¢)=* and
—(n+ 1)ux"§"‘(1 — E)a]

6 —
ay(0)(x—)*! Glx, 0) = P(0)I'(a)

+a—1)(n+Dgx"(1—t)* ' +(a—1)(n+1)gx"(1— t)"‘*zt]

{w(O)[(x—r)H—x“(l—t)“-l]

- 1 [¥(0)(x— )+ (n+ px"(1—t)**
Z S
+a(n+1px"(1—t)* +(a® —a)(n+ 1)gx(1—t)* 1

< — -
+(@®—a)(n+1)gx"(1—t)* 2t —(n+ Dux"C*(1— t)"‘] Y(0)T'(a)

2__ |— n a—. a.n a—
> —J&)aﬁgi)x”(l—t)“_zt—ﬁ((g))af((s))x”(l—t)a_l +(a® —a)gx"(1— )" e +pgx"(1—1) 1}
_ 1 neq _ #\a—1 _ _ ya—1 1—£)e-1 2_ _ 4pEe1 _
X" (1=1) (=] < M=+ g}fo)&{f)(l—t)“ “t+ w(%—gr(a)t(l_t)a '

(a*—a)q —2 utEmH! -1
Z Joar@ (1= O t+ gy x (L= 07

(-

_ wa n | 4uE* 7, (@®—a)g a,
=t(l1—1t) 1[F(a)+1,b(0)1“(a)] w(O)F(a)(l_t) 2t.

= (0 gz,
P(0)aT'(a) When 0 < x < t < & < 1, the following expression
L Dptn(nt1)g—pe™ (1 - 0 en1— ye-? is achieved:
P(0)I'(a) ’
and G(x,t)= ;{a(n+1)px”(1—t)“‘f1
’ Y(0)al(a)
Glx,t) = m[awm)(x— £ @2 —a)(n+ Dgx"(1— ) — (n+ 1),ux"§“(1 _ é)
+a(n+Dpx"(1—1)* "+ (a? —a)(n+1)gx"(1—t)*! +(a?—a)(n+1)gx"(1 _t)a—zt}
—(n+ Dux"(E—t)*+(a?—a)(n+1)gx"(1—t)* 2t 1 n a1
) » » ] = W{a(n+1)px (1—10)
< W{W(O)nx (1—t) t(l—x) +(a2_a)(n+1)qxn(1_t)a—1_(n+1)uxn§a(1_t)u
Ha® —a)(n+ Dex"(1—0)* ¢ +(a2—a)(n+1)qx”(1—t)°‘_2t}
+‘u€axn(1—t)a71|:1—(1_é)4i|} > ;{(az—a)(n+1)qx”(1—t)“ﬁzt—xn(l—f)ailw(f)}
4t Y(0)I(a)
et T Lo 2_ _
<00 75+ 5o > oo
(@—a)d | ya +1p+n(n+1)q—p&™(1—t
+w(0)l"(a)(1 t)*2t. L+ Dp n(;(o)l)ﬂféa)ui ( )x”(l—t)‘H,
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and

= ; neq _ a1
G(x,t)= P0)al(@) {a(n+ Dpx"(1—t)
+(@?—a)(n+1gx"(1—t)* ' —(n+ Dux"(E —t)*
+(a?—a)(n+1)gx"(1— t)“‘zt}

< Y(0)+(n+1)p+n(n+1)g+(0)

neq _ gya—1
ORE) x(1=1)
(a—=D(n+1)q , . 4o
POr@ ~ AT
e[ n AuEtTN ) (@—a)g
Sta=0 hwf@mwmj+wmmw“ R

When 0 < & <x<t<1,wehave

G(x,t) = {[(n+1)p+(a—1)(n+l)q]x“(l—t)“’l

_1
P(0)T(a)
+(a—1)(n+1)gx"(1— t)"‘_zt}
> (@®>—a)g
P(0)T'(a)
+(n +1p +n(n+1)g—uE™(1—1t)
P(0)T(a)

x"(1—1t)*2¢

Xn(l _ t)a—l’

and

G(x,t) = (n+1)px"(1—£)*!

Tonel
Y(0)I'(a)
+(a—1)(n+1)gx"(1— t)“‘z]

1
<— - neq _ gyo—1
w(o)r(a){[(”+1)P+(a D(n+1)qlx"(1—t)

+(a® —a)gx"(1— t)"‘_2t}

<e(1—pp] o, 4w
1=t [ +wmme

I'(a)
Therefore, properties (i)—(ii) of Lemma 4 are
proved. Property (iii) of Lemma 4 is easy to prove
by using the expression of v(t). Property (iv) of
Lemma 4 is obtained by using (i) of Lemma 4. Thus,
Lemma 4 is proved. a

(a*—a)q (
Y (0)I'(a)

1—1t)%2¢.

Lemma 5 (Fixed point theorem of cone [16])

Let P be a cone in Banach space E. Let

and Q, be the two bounded open sets in E, and

e CcO CQy A: P — P is a fully connected

continuation operator. If one of the following

conditions is valid:

@ NAx|l < llx|l, Vx € PN 3Qy; [|Ax]| = [Ix]l, Vx €
Pnon,.

(D) [lAx|| > llx|l, Vx € PNIQy; [|Ax|| < ||x[l, Vx €
PNon,.

Then, A must have a fixed point on P N (Q,\;).

121

EXISTENCE OF POSITIVE SOLUTIONS

We denote the followings for convenience:

. . p(x,u)
= liminf min ———,
%o u—0* xe€[0,1] u

0_ 1 o(x,u)
= limsup max —————

L4 u*,0+px€[0,l] u
w(x,u)

= liminf min
oo
14 u>oo xel01]  u

oo . o(x,u)
= limsup max ———=
¥ u—»oop x€[0,1] u

_ n_ 4M§a71 (a®— a)q
A‘m“{nw+wmwwr¢mwwﬁ’

. [ (@®—a)q (n+1)p+n(n+1)qg—pE*?
“‘mm{wwwwr $(0)(a) }’

1 -1
A= At(1—8)*2(2—1t)de |
(I )
1 -1

B— (% 1\@ 1 ey Y20 _
B—(AL(Z) t*(1—t)* (2 t)dt) ,

3/4 -1
J (%)‘Ha«pt(l—t)“‘z(z—t)dt) ,

1

$G)7

The conditions used in this study are as follows:
(C1) @(x,u) is continuous function,
and ¢(x,u): [0,1]%[0,00)—[0,00);
(C) 9o>B, ¢oo>B;
(C) ¢°>a, p*>a;
(C) Letw>0,0Ssusw, 0sx<1.
Then ¢ (x,u) < wA;
(Cs5) Let w>0, wr<Su<w,
Then ¢ (x,u) > uB.

N

X <

ENT
Slw

Remark 1 Ifwetake w >0, 0<u<ow, 0<x <1,
then ¢(x,u) < uA. Therefore, condition (C,) holds.

Remark 2 If we take w >0, w7 <u < w, %st

%, then ¢(x,u) > wB. Therefore, condition (Cs)
holds.

Let E = C[0,1] and |[|v|| = max,fq17/v(x)l.
Then, E is Banach space. Cone P in E is defined
as follows:

ax

a—1
- ||v(x)||}.

We denote the operator as follows:

pP= {v€E|v(x)>

1
Tv(x)= J. G(x,t)p(t,v(t))dt, v €E.
0
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Lemma 6 If condition (C;) holds, then T(P)CP, T :
P — P, and operator T is completely continuous.

Proof: The proof of is similar to the corresponding
proof in Ref. [17] and will be omitted here. a

Theorem 1 Suppose that conditions (C,), (C,), and
(C4) hold. Then, we have at least two positive solu-
tions (v, and v, ) of boundary value problem (3) and
0 < |nll < w < v, I, where ||v]| = sup,eqo 17 [V(x)I.

Proof: Accordingly to condition ¢, > B of (C,),
there exist ¢ > 0 and 0 < m; < w such that

po—€e>B and vB<V(p,—e) < (x,v)
for all x €[0,1],0 < v < mgy. Let m € (0,my), O,
{v e P|||v|]| < m}, and then for all v € 992,,,, we have
ax®!
A

m<v(x)<m, xe€[0,1].

Then

1
(Tv)(%)=f G(3, D¢ (t,v(t))dt
0
1
>J a(3)* Te(1—6)*2(2—t)Bv(t)dt

0

1

>a(3)* 1Bf§ t* Tmt(1—6)*2(2—1t)dt
0

1

>E’mf (1)1 (1— 1) 22— 1) dt
0

=m=|vl.

Specifically ||v|| < ||Tv||, for all v € 8Q,,.

According to condition ., > B of (C,), there
exist € > 0 and Z > 0 such that

wo—e>B and VB < V(e —¢) < p(x,v)
forall v=Z. We take M > M, = max{Z w} and
Qy = {v eP|||v] < M}. Given Z < 7||v|| < v(x), for

allve dQ, and x € [i, 31, we have
1

(TV)(%)=J G(5, ) (t,v(1))dt
0

3/4
> J a(3)*'e(1
1

/4

—t)*2(2—t)Bv(t)dt

3/4

> BMJ Ta(3)te(1—6)* 32— t)dt
1/4

=M=l
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Specifically, ||v|| < ||Tv||, for all v € 8Q,.

Let Q, = {v € P|||v|| € r}. According to (C,), for
all ve dQ, and x € [0,1], we have p(x,v) < Aw.
Then,

1
(Tv)(3) <Af (tQ— O +t(1— )" 2)p(t, v(t))dt
0

1
Arf Al —t)*2e(2—t)p(t,v(t))dt
0

=r=|vl.
Specifically, ||Tv|| < ||v||, for all v € Q,. In sum-
mary, Theorem 1 is proved from Lemma 5. a

Remark 3 Condition (C,) can be replaced by (C;).
(C3) po =00, o =00.

Theorem 2 Suppose that conditions (C,), (C3), and
(Cs) hold, then at least two positive solutions (v, and
vy) of boundary value problem (3) are present, and
0 <|nll < w < |v,ll-

Proof: According to condition ¢° < A of (C;), there
exist ¢ > 0 and 0 < m; < w such that

©P4+e<A and o(x,v)<V(p®+e)<vA

forall x €[0,1], 0<
Let m € (0, mg), and Q,,
v € 9Q,,. We have

vV < my.
={veP| ||v|| < m} for all

axa—l

A

m<v(x)<m, x€[0,1].

Then,
1
(Tv)(x)= f G(x, t)p(t,v(t))de
0
1
< f At(1—1t)*2(2—t)Amdt
0

1
<AAmf t(1—t)*2(2—1t)dt
0
=m=|v|.
Therefore, ||v|| > ||TVv||, Vv € 09,,.

According to condition ¢*° < A of (C3), there
exist € > 0 and Z > 0 such that

0P +e<A and (x,v) <Vv(p>® +¢)<VB
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forall v = Z. We take M > M, = max{m+ w, Z}. If
max,.c[q 1] ¥ (x,v) is unbounded on v € [0, 00), then

w(x,v) < rr%ax]cp(x,M), Vv e (0,M).
x€[0,1

We obtain the following expression for all v € P and
vl =M

1
ITv]| <Af (t(1—0)* T+ t(1—6)*)(t,v(t))dt
0
1
<f At(1—t)*2(2—t) max o(t,M)dt
0 x€[0,1]

1

< (™ +8)Mf At(1—t)*2(2—t)dt
0

=M =|v|l.

If max,cpo 17 @ (x,v) is bounded on v € [0, 00), then
we have p(x,v) < N for all v € [0,00). Let M >
w+ %’, and ||v|| = M for all v € P. Then, we obtain

1
ITv| < AJ (t(1—=6)* 1+ t(1—0)*2)Ndt
0
N
<= <M=l
A

Let Qy = {v € P|||v|| < M} for all v € 6Q),. Hence,
we have ||Tv|| < ||v]|.

We take Q, = {v € P|||v|| < r}. According to
(C3), we have

Two<v(x)<w forallvedq,, xe [%,%],

and
o(x,v(x)) > vB.

Then,
1
Tl =f G(3, D¢ (t,v(t))dt
0

3/4
> f a(3)* e(1—6)*2(2—t)Bv(t)de
1/4

3/4
> Brf Ta(3)* (1 —t)* 2 (2—t)dt
1/4
=r=|vl.

Specifically || Tv|| > ||v|| for all v € d9Q,. In summary,
Theorem 2 is proved from Lemma 5. a

Remark 4 Condition (C3) can be replaced by (C’g).
(C) ¢°=0, > =0.
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Remark 5 We only need to construct Q3,Qy, -+ ,Q,
in cone P to obtain the existence of the nth positive
solutions. Accordingly, Q3 C Q4 C -+ C Q,. Then,
the fixed point theorem can be used on Q,\Q;_;, (i =
3,---,n).

NONEXISTENCE OF A POSITIVE SOLUTION

The following expression is obtained from proper-
ties (i) and (ii) of the Green functions of Lemma 4:

> (a®—a)g

P (0)T(a)

(n+Dp+n(n+1)g—uE™(1—1t)
Y(0)T(a)

G(x,t) x"(1—t)*2¢

+ x*(1—1t)*2

S _@—a
PY(0)(a)

and

G(X,t)Qt(l_t)a—l[ n + 4M€a—1 :|

I'(a) (0T (a)
(@®=a)q L a
ORI
< Y(0)n+4u+ (a® —a)q
Y(0)I'(a) '

Theorem 3 Suppose that one of the following condi-

tions holds
. . . @(x,v) a>—a .,
@ lim  inf {55 )> FOT(@)>

(so(x,V)) < $Qnrd(a=a),

(i) lim sup O ;

V—+00 x€[0,1]

sy (V) a?—a .
(i) 5 > yor@s

: px,v) ¢(0)nt+4u+(a®—a)q

) 1 < = o

Then, boundary value problem (3) does not have a
positive solution.

Proof: We will prove by contradiction. Suppose
that boundary value problem (3) has two positive
solutions (v; and v,). From (i), we have

e(x,v)> vy, (VI > ve.
Let M} = minyg,<,, ¢(x,v). Then
<P(x1 V) > V1||V|| +M*5 Ve [0: OO)

If boundary problem (3) has a positive solution v,
and ||v|| = 6, then v is a fixed point on mapping T.
Thus, we obtain the following expression:

6 =||Tv|| = max f
x€[0,1] 0

S a’—a ‘ Y (0)T'(a)
YPO)T(a) a2—a

1
G(x,t)p(x,v)dt

vl =6.
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This expression contradicts the hypothesis.

Suppose that boundary value problem (3) has
two positive solutions (v5 and v4). From (ii), we
have

Y(0)n+4u+(a®—a)g
Y (0)T(a) .

0<v3<

We have
e, [vD > vslivll, v>v,.
Let M = mingg,«,, ¢(x,[v]). Then,
e(x, [v]D) < vsllvll+ M, ve[0,00).
If boundary problem (3) has a positive solution

v, and ||v|| = 6, then v is a fixed point on mapping
T. Thus, we obtain the following expression:

1
6 =||Tv|| = max J G(x, t)p(x,v)dt
x€[0,1] 0
P(0)n+4u+(a’~a)g Y(O)I(a)

< vl =o.

P(0)T(a) " PO)n+4ut+(aZ—a)q

This expression contradicts the hypothesis.

Suppose that boundary problem (3) has a posi-
tive solution v, and ||v|| = 6, then, v is a fixed point
on mapping T. Thus, from (iii), we achieve the
following:

6 =||Tv|| = max f
x€[0,1] 0

a’—a Y (0)I'(a) B
> 50T ar—q M=

This expression contradicts the hypothesis.

1
G(x, t)e(x,v)dt

The proof of (iv) is similar to that of (iii). Hence,
such proof is omitted here. In summary, Theorem 3
is proved. O

EXAMPLES

Example 1 Consider the following equation

CD%v(x) +vP(x)+v'(x) =0,
0<B<l<y, 0sx<1,
v(0)=v'(0) =+ =v®(0) =v19(0) =0,
v +v(1) =1 [Fv(n)de.
(12)
According to (3), in this equation, a = %, n=9,p=
q=1,,u=%,and§=%. We have

P(0)=m+1p+nn+1)g—uE™t ~99.99,

www.scienceasia.org
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Ao max{ n 4us*!  (a*—a)q }
I'(a) Y(0)(a) Y(0)(a)
~ 9o  43-3F rP-%._
- max{ T(4) " 99.99-T(4)’ 99.99-T(4) } ~ 150,
and

1
f t(1—t)*2(2—1t)dt
0

1 1
=J t(l—t)a_zdt+f t(1—t)*tde
0 0
1 1 8

a—1_a+1 Zﬁ'

We take ¢(x,t) = vP(x)+v7(x). Then

lim 290 _ o
V—00 v

lim 2OV _ o
v—0 v

Therefore, conditions (C;) and (C,) are valid. We
let & = 0. Then for 0 < v < w, it yields

e, )< P+’ =2<A=Aw.

According to Theorem 1 and Remark 2, boundary
value problem (12) has at least two positive
solutions (v; and v,), and 0 < ||v{|| < 1 < ||v,]l.

Example 2 Consider the following equation

CD3v(x)+vB(x)+v(x) =0,
0<f<l<y, 0sx<1,
v(0)=Vv'(0)=---=v((0)=v?(0) =0,
y(1)+v'(1) = [P u()de.
(13)
According to (3), in this equation, a = %, n=8,p=
g=1u=1, and&z%. We have

Y(0)=(n+1)p+n(n+1)g—uE™! ~ 81.0,

and
52 5
i . np(x,v)) a’?—a (3)—3
lim inf ( > = ~0.01.
v—oo xel0,11\ ||v|| Y(O)'(a) 81-T(1)

According to Theorem 3, boundary value prob-
lem (13) does not have positive solution.
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