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ABSTRACT: An intuitionistic fuzzy set (IFS) is an extended version of a fuzzy set and is capable of representing hesitancy
degrees. A framework for text classification is presented. Two main challenges are addressed: how to represent
documents in terms of IFSs and how to obtain a pattern of each class from such an IFS-based representation. By using
some existing similarity measures for IFSs, the proposed framework is applied to two benchmark datasets for text
classification. The proposed framework yields satisfactory results when compared to decision tree, k-NN, naïve Bayes,
and support vector machine classifiers.
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INTRODUCTION

After the theory of fuzzy sets was proposed by
Zadeh1, many studies have indicated that the the-
ory facilitates solving various real-world problems,
especially when dealing with vague information. In
fuzzy set theory, membership and nonmembership
degrees are complementary, i.e., the sum of both
degrees of an element belonging in a fuzzy set is
1. However, there are some situations that the
two degrees are not complementary, mainly because
of hesitation. Intuitionistic fuzzy set (IFS) was
introduced by Atanassov2 to handle such situations.
For representing an IFS, each element is assigned
by membership and nonmembership degrees, where
the sum of the two degrees does not exceed 1. An
IFS is therefore more meaningful than a fuzzy set.

Dengfeng and Chuntian3 gave the axiomatic
definition of similarity measures between IFSs and
proposed similarity measures based on high mem-
bership and low membership functions. They also
paved the way for applying IFS similarity measures
to pattern recognition. Liang and Shi4 showed
some counter-intuitive cases obtained from the mea-
sures proposed in Ref. 3 and then presented sev-
eral similarity measures to overcome those cases.
Mitchell5 claimed that the rationale behind unrea-
sonable cases was the weakness of the definition for
similarity measures. Thus a stronger definition for
grading similarity degree between IFSs was defined.
Hung and Yang6 adopted the Hausdorff distance

for developing several similarity measures. Xu7

introduced the concepts of positive and negative
ideal IFSs and extended some similarity measures
by assigning weights. The proposed measures were
applied to solve multi-attribute decision making
problems. Khatibi and Montazer8 conducted exper-
iments for bacterial classification using a Euclidean-
based measure on fuzzy sets, a Euclidean-based
measure on IFSs, and a Hausdorff-based measure on
IFSs. The results indicated that the both measures
on IFSs outperformed others on fuzzy sets. Most
similarity measures in the literature are derived
from distance measures. As an alternative way,
cosine and weighted cosine similarity measures9 for
IFSs were first proposed and applied to a small med-
ical diagnosis problem; after that these measures
were modified to satisfy the similarity definition by
Hwang and Yang10. Reviews of similarity measures
for IFSs are presented in Refs. 11, 12.

Text categorization, which involves assigning a
textual document to a predefined set of categories,
is attracting more attention from researchers. Since
this task can be seen as a classification problem from
a machine learning point of view, several frame-
works using a variety of classification techniques
have been proposed. Most classification techniques
aim to make a pattern for each category. A new
document is then assigned to the category such that
its pattern is the most similar to the document.
Reviews of text categorization can be found in, e.g.,
Refs. 13–15. There is little on applying IFSs to
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Table 1 Some similarity measures between IFSs.

Author Expression

Dengfeng 3 Sp
d (A, B) = 1− (1/ pph) p

Ç

∑h
i=1 |ϕA(i)−ϕB(i)|

p

where ϕk(i) = (µk(x i)+1−νk(x i))/2, k = {A, B}, and 1¶ p ¶∞

Liang 4 Sp
e (A, B) = 1− (1/ pph) p

Ç

∑h
i=1(

1
2 (|µA(x i)−µB(x i)|+ |νA(x i)−νB(x i)|))p

Mitchell 5 Sp
m(A, B) = 1

2 (ρµ(A, B)+ρf(A, B))
where ρµ(A, B) = Sp

d (µA(x i),µB(x i)) and ρf(A, B) = Sp
d (1−νA(x i), 1−νB(x i))

Xu 7 SZ(A, B) = 1− [(1/2h)
∑h

i=1((µA(x i)−µB(x i))p +(νA(x i)−νB(x i))p +(πA(x i)−πB(x i))p)]1/p

Julian 17 Sp
n(A, B) = 1− p

Ç

∑h
i=1 wi(|µA(x i)−µB(x i)|)p −

p
Ç

∑h
i=1 wi(|νA(x i)−νB(x i)|)p

with wi ¾ 0 and
∑h

i=1 wi = 1 and p ¾ 1

Ye 9 SC (A, B) = (1/h)
∑h

i=1(µA(x i)µB(x i)+νA(x i)νB(x i))/(
Æ

µ2
A(x i)+ν2

A(x i)
Æ

µ2
B(x i)+ν2

B(x i))

Hwang and Yang 10 SS(A, B) = 1
3 (SC (A, B)+ C∗IFS(A, B)+ C∗∗IFS(A, B))

where C∗IFS(A, B) = 1
h

h
∑

i=1

ϕA(x i)ϕB(x i)+νA(x i)νB(x i)
q

ϕ2
A(x i)+ν2

A(x i)
q

ϕ2
B(x i)+ν2

B(x i)
,

with ϕk(x i) =
1
2 (1+νk(x i)−νk(x i)), k = A, B and

C∗∗IFS(A, B) = 1
h

h
∑

i=1

(1−µA(x i))(1−µB(x i))+ (1−νA(x i))(1−νB(x i))
Æ

(1−µA(x i))2 +(1−νA(x i))2
Æ

(1−µB(x i))2 +(1−νB(x i))2

text categorization in the literature. Szmidt and
Kacprzyk16 proposed a strategy for feature selection
in text categorization using the concept of IFSs.
No framework obviously shows the benefit of IFS
similarity measures to text categorization.

To shed light on this study direction, a frame-
work for text classification based on IFS similarity
measures is presented. We address how to represent
a document in terms of an IFS and how to obtain
a pattern of each class from such an IFS-based
representation. Our framework is then evaluated
on two benchmark datasets of text classification
and compared to other traditional text classification
methods.

INTUITIONISTIC FUZZY SETS AND THEIR
SIMILARITY MEASURES

In this section, we present some basic concepts for
IFSs and their similarity measures. The following
notation is used hereinafter: X = {x1, x2, . . . , xh}
is a discrete universe of discourse; IFS(X ) is the
collection of all IFSs of X . An intuitionistic fuzzy
set A in IFS(X ) is defined as follows:

A= {〈x i ,µA(x i),νA(x i)〉 | x i ∈ X }

which is characterized by a membership function
µA(x i) and a nonmembership function νA(x i). The
two functions are defined as follows:

µA : X → [0,1],

νA : X → [0,1],

such that

0¶ µA(x i)+νA(x i)¶ 1, ∀x i ∈ X .

Another degree, πA(x i), the hesitancy degree of x i
belonging to A, is defined as

πA(x i) = 1−µA(x i)−νA(x i). (1)

Definition 1 Let S be a real-valued function such
that S : IFS(X ) × IFS(X ) → [0, 1]. S is called a
similarity measure if, for all A, B, C in IFS(X ), it
satisfies the following conditions: S(A, B) = S(B, A);
S(A, B) = 1 iff A= B; if A ⊆ B ⊆ C , then S(A, C) ¶
S(A, B) and S(A, C)¶ S(B, C).

Assuming A= {〈x i ,µA(x i),νA(x i)〉 | x i ∈ X } and
B = {〈x i ,µB(x i),νB(x i)〉 | x i ∈ X } are IFSs, Table 1
highlights some similarity measures between IFSs.
Sp

d , Sp
e , Sp

m, SZ, and Sp
n are distance-based measures,

since each of them is defined as one minus the
distance. SC and SS are cosine-based measures.

AN IFS-BASED FRAMEWORK FOR TEXT
CLASSIFICATION

The proposed IFS-based framework for text classi-
fication is outlined in Fig. 1. The details of this
framework are discussed below.
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Fig. 1 An overview of the proposed framework.

Preprocessing

In the preprocessing step, a document is represented
as a bag of words, one of the basic methods for
representing a document. The bag of words is
used to form a vector for representing a document
using the frequency of each word determined as a
relevant feature for categorization. Such words can
be selected by some feature selection techniques,
e.g., information gain and gain ratio. Assume h
words, i.e., w1, w2, . . . , wh, are selected for this rep-
resentation. Document di can be represented by

Vi = (ni,1, ni,2, . . . , ni,h), (2)

where ni, j denotes the number of occurrences of w j
in di , j = 1, 2, . . . , h.

To convert a bag of words vector to an IFS,
we propose one method of which the concep-
tual idea is explained as follows: Suppose Ai =
{〈x1,µi(x1),νi(x1)〉 . . . 〈xh,µi(xh),νi(xh)〉} is an IFS
for the vector Vi in (2). In this work, µi(x j) repre-
sents a confidence level to say that word w j occurs
in document di , while νi(x j) is a confidence level
to say that word w j does not occur in document di .
The next example gives more details.

Example 1 Assume there are three documents, i.e.,
d1, d2, and d3, four feature words, i.e., w1, w2, w3,
and w4, and the bag of words-based vectors for these
documents, respectively, are

V1 = (10,2, 5,0), V2 = (5, 9,5, 1), V3 = (1, 8,4,3).

Since n1,1 > n2,1 > n3,1, the confidence level to say
that w1 occurs in d1 should be more than for d2
and d3. It implies that µ1(x1) > µ2(x1) > µ3(x1)

and ν1(x1) < ν2(x1) < ν3(x1). Consider w2. We
should have µ1(x1)<µ2(x1)≈ µ3(x1) and ν1(x1)>
ν2(x1) ≈ ν3(x1). In the case of w3 where n1,3 =
n2,3 ≈ n3,3, we have low confidence to assign high
values for the membership and nonmembership de-
grees of every document. Thus we set µ1(x3) =
µ2(x3) = 0.2, µ3(x3) = 0.15, ν1(x3) = ν2(x3) = 0.2,
and ν3(x3) = 0.15.

Based on the ideas discussed above, the process
of transformation will be formally explained. Given
the universe of discourse X = {HF1,HF2, . . . , HFh}.
(HFi has an internal meaning as a high frequency of
wi .) Every value ni, j in the vector-based representa-
tion of the document i is then expressed in terms of
the three degrees of HF j as in the following steps:
(i) ni, j is normalized by

zi, j =
ni, j − X̄ j

s j
, (3)

where X̄ j and s j are the mean and the standard
deviation, respectively, of the feature word w j .

(ii) Denoted by µi, j , a membership degree of the
document i with respect to HF j is determined
by a weighted sigmoid function:

µi, j =
r j

1+ e−zi, j
, (4)

where r j is a weight for HF j .
(iii) Denoted by νi, j , the nonmembership degree of

the document i with respect to HF j is calculated
by a weighted sigmoid function:

νi, j =
r∗j

1+ ezi, j
, (5)

where r∗j is a weight for HF j .
(iv) Denoted by πi, j , the hesitancy degree of the

document i with respect to HF j is calculated by
(1), i.e.,

πi, j = 1−µi, j −νi, j .

Pattern learning

This section presents a procedure for learning pat-
terns of predefined classes in terms of IFSs. Assume
that there are l classes referred to as C1, C2, . . . , Cl ;
m training documents denoted by d1, d2, . . . , dm; and
h word features, namely, w1, w2, . . . , wh. A pattern
for class Ck, denoted by Pk, is defined by

Pk = {(HF j , µ̄k j , ν̄k j)}hj=1,

where µ̄k j and ν̄k j are the average values of mem-
bership and nonmembership, respectively, of the

www.scienceasia.org

http://www.scienceasia.org/2016.html
www.scienceasia.org


ScienceAsia 42 (2016) 55

Table 2 A training set used in Example 2.

Document w1 w2 w3 Class

d1 15 2 7 C1

d2 10 3 5 C1

d3 2 9 6 C2

d4 3 11 5 C2

d5 3 9 4 C2

word feature w j observed from di belonging to Ck.
More precisely,

µ̄k j =

∑m
i=1(µi jχk(di))
∑m

i=1χk(di)
, ν̄k j =

∑m
i=1(νi jχk(di))
∑m

i=1χk(di)
,

where

χk(di) =

¨

1, di ∈ Ck,

0, otherwise.

Text classification

To assign a proper class to a test document dt , we
represent dt in terms of an IFS by the same values of
parameters during the training process. Intuitively,
dt is grouped into class C ′ such that its pattern
is closest to the IFS representation of dt . More
formally,

C ′ = argmax
Ck

{Sim(Pk, IFSdt
)},

where Sim is a similarity measure between IFSs; Pk
is an IFS-based pattern of class Ck; and IFSdt

is the
IFS representation of dt .

Example 2 This example shows the details of the
proposed framework. Assume that there are five
training documents, i.e., d1, d2, d3,d4, and d5;
three feature words, i.e., w1, w2, and w3; and
two document classes, referred to as C1 and C2.
The frequency of each word and the class of each
document are depicted in Table 2. For example, d1
has 15, 2, and 7 occurrences of w1, w2, and w3,
respectively, and its class is C1.

To represent those documents as IFSs, we start
by defining the universe X = {HF1,HF2,HF3}. From
Table 2, X̄1, X̄2, X̄3, s1, s2, and s3 are 6.6, 6.8, 5.4,
5.68, 4.02, and 1.14, respectively. By (3), (4), and
(5) with r j = r∗j = 0.9, we obtain IFSs corresponding

to these documents as

IFS1 = {〈HF1, 0.73,0.17〉, 〈HF2, 0.21, 0.69〉,
〈HF3, 0.72, 0.18〉},

IFS2 = {〈HF1, 0.58,0.32〉, 〈HF2, 0.25, 0.65〉,
〈HF3, 0.37, 0.53〉},

IFS3 = {〈HF1, 0.28,0.62〉, 〈HF2, 0.57, 0.33〉,
〈HF3, 0.57, 0.33〉},

IFS4 = {〈HF1, 0.31,0.59〉, 〈HF2, 0.67, 0.23〉,
〈HF3, 0.37, 0.53〉},

IFS5 = {〈HF1, 0.31,0.59〉, 〈HF2, 0.57, 0.33〉,
〈HF3, 0.20, 0.70〉}.

To construct class patterns, the documents are
grouped by their classes and then the class pattern
can be obtained by averaging membership and non-
membership levels. The patterns are

P1 = {〈HF1, 0.66,0.24〉, 〈HF2, 0.23,0.67〉,
〈HF3, 0.55,0.35〉},

P2 = {〈HF1, 0.30,0.60〉, 〈HF2, 0.60,0.30〉,
〈HF3, 0.38,0.52〉}.

Suppose that dt is a new document to be classified in
which the frequencies of feature words w1, w2, and
w3 are 10, 5, and 5, respectively. Using the same
values of X̄ j and s j in the training process, dt can be
represented as an IFS:

IFSdt
= {〈HF1, 0.58, 0.32〉,

〈HF2, 0.39, 0.51〉, 〈HF3, 0.39, 0.51〉}.

If SC in Table 1 is used to calculate the similarity
between Pk and IFSdt

, where k = 1,2, then we have

SC(P1, IFSdt
) = 0.96, SC(P2, IFSdt

) = 0.91.

Hence dt is classified as C1.

DATASETS AND EXPERIMENTAL SETTINGS

Datasets

In this paper, two news datasets18, namely, BBC
and BBCSport, were used for our experiments. The
BBC dataset is constructed from 2225 news arti-
cles in 5 topical areas. With basic preprocessing
steps including stemming, stop-word removal, and
low term frequency filtering, 9635 words are ob-
tained for representing each article. The BBCSport
dataset contains 737 sports news articles on 5 ar-
eas. Each article is represented by the frequency
of 4613 words obtained using the same processes
applied to BBC. Table 3 summarizes important
characteristics of each dataset.
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Table 3 Data set characteristics.

Dataset #articles #words Class distribution

BBC 2225 9635 474:374:434:506:437
BBCSport 737 4613 101:124:265:147:100

Experimental schema and parameter setting

As seen in Table 3, the feature-space dimensions of
both datasets are very high. In order to reduce the
dimensions, two measures, the gain ratio (GR) and
information gain (IG) were applied for evaluating
feature relevance. The top 20% and 30% of features
ranked according to their GR and IG values for BBC
and the top 50% and 80% of those for BBCSport
were selected.

To retain the independence of the data in use,
5-fold cross-validation (CV) was adopted for evalu-
ating the proposed framework. In our experiment,
we explore two strategies for setting the weights r j
and r∗j in (4) and (5):
(i) A varied grid-based method, referred to as VG,

varies the weights from 0.6–1 with increments
of 0.1. If 0.8 and 0.9 are set for r j and r∗j ,
respectively, then r j is fixed at 0.8 while r∗j is 0.9
for all j. There are thus 25 alternatives which
come from the combinations of 0.6–1 of r j and
0.6–1 of r∗j .

(ii) An adaptive method, referred to as AD, sets the
two weights based on statistical characteristics
of feature words by

r j = r∗j =

�

�

�

�

1− s j

1+ s j

�

�

�

�

, (6)

where s j is the standard deviation of the number
of occurrences of w j in training documents.
In this paper, all IFS similarity measures listed

in Table 1 were used when the parameter p was set
to 2 for Sp

d , Sp
e , Sp

m, SZ, and Sp
n , and each wi of Sp

n was
set equal to the reciprocal of the number of features.

Evaluation metric

Given a test set, l denotes the number of classes,
and ni denotes the number of documents in class
i. When an experiment is done, some preliminary
performance measures with respect to class i, i.e.,
precision (Pi), recall (Ri), and F-measure (Fi), are
calculated. They are defined by

Pi =
TPi

TPi + FPi
, Ri =

TPi

ni
, Fi =

2Ri Pi

Ri + Pi
,

where TPi (true positive) refers to the number of
documents correctly classified as class i; with i 6=

j, FNi (false negative) refers to the number of
documents in class i classified as class j; and FPi
(false positive) to the number of documents in j
classified as i. Since every subdataset for the 5-fold
CV contains 5 classes and the numbers of documents
belonging in the classes are not equal, all experi-
ments are multi-class imbalance scenarios. To show
the average performance over all classes, we use
the mean F-measure (MFM) and macro geometric
average (MAvG), which are widely used in this
situation19, were applied. These two evaluation
metrics are defined as follows:

MFM =

∑l
i=1 Fi

l
, MAvG= l

q

Πl
i=1Ri .

To present a level of false classification for the pro-
posed framework, AvD, the average difference be-
tween the similarity degree with the correct classes
and that with the predicted classes over all false
predictions, is calculated as

AvD=
∑

dt∈FC

(|Sim(IFS(dt), IFS(Cordt
))

−Sim(IFS(dt), IFS(Prtdt
))|
�

/ |FC| ,

where dt is a test document, IFS(dt) is the IFS rep-
resenting dt , IFS(Cordt

) is the IFS representing the
correct class of dt , IFS(Prtdt

) is the IFS representing
the predicted class of dt , and FC is the set of false
classified documents.

EXPERIMENTAL RESULTS AND DISCUSSION

The first experiment aims to compare performances
of the varied grid-based and adaptive strategies for
weight setting. The second experiment compares
our IFS-based framework with traditional classifica-
tion methods including decision tree, k-NN, naïve
Bayes, and support vector machine.

Comparison between the VG and AD weight
setting methods

Using the similarity measures in Table 1, Tables 4
and 5 give the evaluation results on BBC when the
gain ratio and information gain are used, respec-
tively. Likewise, Tables 6 and 7 give results on BBC-
Sport. In each table, the first column presents the
percentage of selected features, the second means
the strategy of weight setting, and the others show
experimental results in terms of MFM (in percent),
MAvG (in percent), and AvD. A value in parentheses
after an evaluation score presents the uncertainty
of the last figure in terms of the standard deviation
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Table 4 Comparison between the VG and AD methods on
BBC with top N% of features ranked by GR.

N Sim W MFM(SD) MAvG(SD) AvD(SD)

20 Sp
d AD 93.2(4) 92.5(4) 3.3 10−4(5) ↑

VG 94.3(9)[1,1] 93(1)[1,1] 7.4 10−4(4)[0.6,0.6]

Sp
e AD 93.2(4) 92.6(4) 3.3 10−4(5)↑

VG 94.3(9)[1,1] 93.9(1)[1,1] 7.4 10−4(4)[0.6,0.6]

Sp
m AD 93.2(4) 92.6(4) 1.7 10−4(2) ↑

VG 94.3(9)[1,1] 93.9(1)[1,1] 3.7 10−4(2)[0.6,0.6]

Sz AD 93.2(4) 92.6(4) 3.3 10−4(5) ↑
VG 94.3(9)[1,1] 93.9(1)[1,1] 7.4 10−4(4)[0.6,0.6]

Sp
n AD 93.2(4) 92.6(4) 6.6 10−4(1) ↑

VG 94.3(9)[1,1] 93.9(1)[1,1] 1.5 10−3(1)[0.6,0.6]

SC AD 92.8(1) 92.1(2) 1.7 10−4(1)
VG 94.0(9)[0.6,1] 92.6(2)[0.6,1] 1.3 10−4(7)[1,0.6]

SS AD 85.1(1) ↓ 82.42(2) ↓ 3.0 10−5(4) ↑
VG 91.1(2)[1,0.6] 89.2(2)[1,0.6] 5.0 10−5(6)[1,0.6]

30 Sp
d AD 94.7(6) 94.4(7) 2.6 10−4(3) ↑

VG 94.7(6)[1,1] 94.4(6)[1,1] 5.5 10−4(6)[0.6,0.6]

Sp
e AD 94.7(6) 94.4(7) 2.6 10−4(3) ↑

VG 94.7(6)[1,1] 94.4(6)[1,1] 5.5 10−4(6)[0.6,0.6]

Sp
m AD 94.7(6) 94.4(7) 1.3 10−4(1) ↑

VG 94.7(6)[1,1] 94.4(6)[1,1] 2.7 10−4(3)[0.6,0.6]

Sz AD 94.7(6) 94.4(7) 2.6 10−4(3) ↑
VG 94.7(6)[1,1] 94.4(6)[1,1] 5.5 10−4(6)[0.6,0.6]

Sp
n AD 94.7(6) 94.4(7) 5.2 10−4(7) ↑

VG 94.7(6)[1,1] 94.4(6)[1,1] 1.1 10−3(1)[0.6,0.6]

SC AD 93.4(1) ↓ 93.0(1) ↓ 2.2 10−4(1)
VG 95.2(8)[0.6,1] 95.0(2)[0.6,1] 1.7 10−4(1)[1,0.6]

SS AD 84.8(2) ↓ 82.8(2) ↓ 6.0 10−5(7) ↑
VG 89.7(1)[0.6,1] 87.8(1)[0.6,1] 7.0 10−5(1)[1,0.6]

(SD). For instance, 93.2(4) means 93.2±0.4, while
3.3 10−4(5) means 0.00033±0.00005.

For brevity, only the best value of each metric
is reported for the VG method. The superscripts
[x , y] denote the values of r j and r∗j , respectively,
that yield such the highest value.

From the tables, we can see that the experi-
mental results from AD are comparable to those
from VG. For the tests on BBC using gain ratio for
feature selection (Table 4), regardless of similarity
measures, the MFM and MAvG scores resulting from
our framework with VG are slightly higher than
those from our framework with AD. In contrast,
considering the AvD values, the framework with
AD outperforms the framework with VG with the
average difference of 3.20 10−4. With information
gain (Table 5), all the results obtained from the
distance-based measures, i.e., Sp

d , Sp
e , Sp

m, Sz , and Sp
n

with AD are better than those with VG. The cosine-
based measures, i.e., SC and SS , with AD yield lower
values of MFM and MAvG than the same measures
with VG. Likewise, on BBCSport (Tables 6 and 7),
we observe that the experimental results from AD
are comparable to those from VG.

Table 5 Comparison between the VG and AD methods on
BBC with top N% of features ranked by IG.

N Sim W MFM(SD) MAvG(SD) AvD(SD)

20 Sp
d AD 94.3(9) 94.0(1) 3.6 10−4(5) ↑

VG 93.9(1)[1,1] 93.6(1)[1,1] 7.1 10−4(1)[0.6,0.6]

Sp
e AD 94.4(9) 94.0(1) 3.6 10−4(5) ↑

VG 93.9(1)[1,1] 93.6(1)[1,1] 7.1 10−4(1)[0.6,0.6]

Sp
m AD 94.4(9) 94.0(1) 1.8 10−4(3) ↑

VG 93.9(1)[1,1] 93.6(1)[1,1] 3.6 10−4(6)[0.6,0.6]

Sz AD 94.4(9) 94.0(1) 3.6 10−4(5) ↑
VG 93.9(1)[1,1] 93.6(1)[1,1] 7.1 10−4(1)[0.6,0.6]

Sp
n AD 94.4(9) 94.0(1) 7.3 10−4(1) ↑

VG 93.9(1)[1,1] 93.6(1)[1,1] 1.4 10−3(2)[0.6,0.6]

SC AD 92.3(2) ↓ 91.8(2) ↓ 3.7 10−4(5)
VG 94.6(1)[0.6,1] 93.0(1)[0.6,1] 3.0 10−4(4)[1,0.6]

SS AD 82.7(2) ↓ 80.3(3) ↓ 1.0 10−4(1) ↑
VG 88.3(1)[0.6,1] 85.5(2)[0.6,1] 1.6 10−4(2)[1,0.6]

30 Sp
d AD 94.5(9) 94.2(1) 2.7 10−4(1) ↑

VG 94.0(1)[1,1] 93.7(1)[1,1] 5.7 10−4(9)[0.6,0.6]

Sp
e AD 94.5(9) 94.2(1) 2.7 10−4(1) ↑

VG 94.0(1)[1,1] 93.7(1)[1,1] 5.7 10−4(9)[0.6,0.6]

Sp
m AD 94.5(9) 94.2(1) 1.4 10−4(9) ↑

VG 94.0(1)[1,1] 93.7(1)[1,1] 2.8 10−4(4)[0.6,0.6]

Sz AD 94.5(9) 94.2(1) 2.7 10−4(1) ↑
VG 94.0(1)[1,1] 93.7(1)[1,1] 5.7 10−4(9)[0.6,0.6]

Sp
n AD 94.5(9) 94.2(1) 5.4 10−4(3) ↑

VG 94.0(1)[1,1] 93.7(1)[1,1] 1.1 10−3(1)[0.6,0.6]

SC AD 92.3(2) ↓ 91.8(2) ↓ 2.5 10−4(3) ↑
VG 94.7(1)[0.6,1] 93.1(2)[0.6,1] 2.0 10−4(2)[1,0.6]

SS AD 83.6(2) ↓ 81.4(3) ↓ 7.0 10−5(7) ↑
VG 88.7(1)[0.6,1] 85.7(2)[0.6,1] 9.0 10−5(1)[1,0.6]

A two-tailed paired t-test at 5% for each metric
was performed. In the rows presenting the AD re-
sults of the experimental tables, ↑ or ↓ indicates that
AD is significantly better or worse, respectively, than
VG, while no mark means no significant difference.
Significant differences occur mostly for assessment
with AvD, especially testing BBC. Only two similar-
ity measures, i.e., SC and SS , produces significant
differences for MFM and MAvG. Even though we
cannot conclude which method is more efficient,
the optimal results of VG are seen to depend on
evaluation metrics and similarity measures.

Comparison with other methods

The proposed framework was also compared with
classification by four standard models, i.e., deci-
sion tree (DT) using C4.5, naïve Bayes (NB), k-
nearest neighbour (k-NN), and support vector ma-
chine (SVM) based on the RBF kernel. The Weka
machine learning suite (www.cs.waikato.ac.nz/ml/
weka) was employed for classifier learning and
evaluation, using its default parameters. As ob-
served during the learning process, 3-NN performed
slightly better than 1-NN, 5-NN, and 7-NN on our
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Table 6 Comparison between the VG and AD methods on
BBCSport with top N% of features ranked by GR.

N Sim W MFM(SD) MAvG(SD) AvD(SD)

50 Sp
d AD 93.9(1) 92.5(2) 1.0 10−3(3)

VG 93.7(6)[1,1] 91.7(7)[1,1] 0.8 10−3(2)[0.6,0.6]

Sp
e AD 93.9(1) 92.5(2) 1.0 10−3(3)

VG 93.7(6)[1,1] 91.7(7)[1,1] 0.8 10−3(2)[0.6,0.6]

Sp
m AD 93.9(1) 92.5(2) 0.5 10−3(2)

VG 93.7(6)[1,1] 91.7(7)[1,1] 4.1 10−4(8)[0.6,0.6]

Sz AD 93.9(1) 92.5(2) 1.0 10−3(3)
VG 93.7(6)[1,1] 91.7(7)[1,1] 0.8 10−3(2)[0.6,0.6]

Sp
n AD 93.9(1) 92.5(2) 2.1 10−3(7)

VG 93.7(6)[1,1] 91.7(7)[1,1] 1.6 10−3(3)[0.6,0.6]

SC AD 91.3(6) ↓ 88.4(1) ↓ 3.6 10−4(3) ↓
VG 93.7(8)[0.6,1] 89.9(1)[0.6,1] 2.8 10−4(3)[1,0.6]

SS AD 90.2(1) ↑ 87.2(2) ↑ 2.6 10−4(3) ↓
VG 88.0(1)[1,0.6] 82.6(2)[1,0.6] 1.2 10−4(1)[1,0.6]

80 Sp
d AD 93.7(1) 92.2(2) 0.7 10−3(2)

VG 94.1(5)[1,1] 92.2(8)[1,1] 5.9 10−3(3)[0.6,0.6]

Sp
e AD 93.7(1) 92.2(2) 0.7 10−3(2)

VG 94.1(5)[1,1] 92.2(8)[1,1] 5.9 10−3(3)[0.6,0.6]

Sp
m AD 93.7(1) 92.2(2) 0.3 10−3(1)

VG 94.1(5)[1,1] 92.2(8)[1,1] 2.9 10−4(1)[0.6,0.6]

Sz AD 93.7(1) 92.2(2) 0.7 10−3(2)
VG 94.1(5)[1,1] 92.2(8)[1,1] 5.9 10−4(3)[0.6,0.6]

Sp
n AD 93.7(1) 92.2(2) 1.5 10−3(5)

VG 94.1(5)[1,1] 92.2(8)[1,1] 1.1 10−3(1)[0.6,0.6]

SC AD 91.6(1) 88.9(2) 2.3 10−4(1) ↓
VG 92.37(6)[0.6,1] 89.9(1)[0.6,1] 1.7 10−4(1)[1,0.6]

SS AD 90.9(2) 88.1(3) ↑ 1.8 10−4(2) ↓
VG 88.4(1)[1,0.6] 83.5(3)[1,0.6] 0.8 10−4(1)[1,0.6]

training data sets, and was chosen as a representa-
tive of k-NN. The 5-fold CV with the same separate
datasets used in the previous section was used for
evaluating the four models.

Table 8 compares our framework with the four
classification models when used on BBC. The first
two columns detail a method for calculating rele-
vant scores of feature words and the numbers of
selected features. The next column expresses a sim-
ilarity measure or a classification model in use. The
last two columns show evaluation results in terms
of MFM and MAvG including standard deviation.
Since all distance-based similarity measures give the
same values of MFM and MAvG, only results of
Sp

m are shown in this table. Note that, even if the
memory was extended, Weka ran out of memory in
the training process of SVM in both cases of selecting
30% of features. Hence there is no report for these
cases. The table indicates that, regardless of simi-
larity measures, our framework yields much higher
performance than DT and k-NN. Using top 30% of
features rating by GR, for example, Sp

m gives 95%
and 94% of MFM and MAvG, respectively, while k-
NN produces 52% and 44%. Comparing with NB

Table 7 Comparison between the VG and AD methods on
BBCSport with top N% of features ranked by IG.

N Sim W MFM(SD) MAvG(SD) AvD(SD)

50 Sp
d AD 93.9(1) 92.4(2) 1.0 10−3(3)

VG 93.8(6)[1,1] 91.9(9)[1,1] 8.1 10−4(9)[0.6,0.6]

Sp
e AD 93.9(1) 92.4(2) 1.0 10−3(4)

VG 93.8(6)[1,1] 91.9(9)[1,1] 8.1 10−4(9)[0.6,0.6]

Sp
m AD 93.9(1) 92.4(2) 0.5 10−3(2)

VG 93.8(6)[1,1] 91.9(9)[1,1] 4.0 10−4(4)[0.6,0.6]

Sz AD 93.9(1) 92.4(2) 1.0 10−3(3)
VG 93.8(6)[1,1] 91.9(9)[1,1] 8.1 10−4(9)[0.6,0.6]

Sp
n AD 93.9(1) 92.4(2) 2.1 10−3(6)

VG 93.8(6)[1,1] 91.9(9)[1,1] 1.6 10−3(1)[0.6,0.6]

SC AD 91.1(9) 88.1(1) 3.4 10−4(5) ↓
VG 93.7(1)[0.6,1] 89.0(1)[0.6,1] 2.6 10−4(4)[1,0.6]

SS AD 90.4(1) ↑ 87.2(2) ↑ 2.6 10−4(3) ↓
VG 87.6(1)[1,0.6] 82.6(2)[1,0.6] 1.1 10−4(1)[1,0.6]

80 Sp
d AD 93.9(1) 92.4(2) 0.8 10−3(2)

VG 94.1(4)[1,1] 92.2(6)[1,1] 5.8 10−4(4)[0.6,0.6]

Sp
e AD 93.9(1) 92.4(2) 0.8 10−3(2)

VG 94.1(4)[1,1] 92.2(6)[1,1] 5.8 10−4(4)[0.6,0.6]

Sp
m AD 93.9(1) 92.4(2) 0.4 10−3(1)

VG 94.1(4)[1,1] 92.4(6)[1,1] 2.9 10−4(2)[0.6,0.6]

Sz AD 93.9(1) 92.4(2) 0.8 10−3(2)
VG 94.1(4)[1,1] 92.2(6)[1,1] 5.8 10−4(5)[0.6,0.6]

Sp
n AD 93.9(1) 92.4(2) 1.6 10−3(5)

VG 94.1(4)[1,1] 92.2(2)[1,1] 1.1 10−3(9)[0.6,0.6]

SC AD 91.6(1) 88.9(1) 2.3 10−4(1) ↓
VG 92.4(6)[0.6,1] 89.9(1)[0.6,1] 1.8 10−4(1)[1,0.6]

SS AD 91.0(2) 88.3(3) ↑ 1.8 10−4(2) ↓
VG 88.4(1)[1,0.6] 82.5(2)[1,0.6] 7.0 10−5(7)[1,0.6]

and SVM, the table reveals that the performances of
Sp

m and SC are close to those of NB and SVM, while
those of SS are worse.

A paired t-test at α = 5% was performed to
assess the statistical significance of the difference
between our framework with a particular measure
and one of the four classifiers. The comparison
result of ↑, −, or ↓ means that the measure is sta-
tistically superior, equal, or inferior to the classifier.
The order of classifiers to be compared is DT, k-
NN, NB, and SVM. For instance, the comparison
result of MFM values obtained from SC to those from
the classifiers reported in the 15th row of Table 8 is
[↑,↑,−,↓]. It means that SC is significantly better
than DT and k-NN, equal to NB, and worse than
SVM. Among the 4 cases of feature selection, Sp

m
and SC are statistically better than DT and k-NN
when they gain the comparative performance to NB,
and SVM, except the third case (i.e., 20% of features
ranked by IG) where SC is significantly worse than
SVM. For SS , it yields a higher accuracy than DT and
k-NN, but lower than NB and SVM.

Likewise, Table 9 presents results evaluating
BBCSport. It indicates that, no matter what simi-
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Table 8 Comparison with other classifiers when evaluat-
ing BBC.

Feature
selection

N
Sim/
Classifier

MFM(SD) MAvG(SD)

GR 20 Sp
m 93.2(4)[↑,↑,−,−] 92.6(4)[↑,↑,−,−]

SC 92.8(1)[↑,↑,−,−] 92.1(2)[↑,↑,−,−]

SS 85.1(2)[↑,↑,↓,↓] 82.4(2)[↑,↑,↓,↓]

DT 81.2(3) 81.0(3)
k-NN 63.3(3) 58.2(2)
NB 93.7(6) 93.8(6)
SVM 93.4(7) 93.5(8)

GR 30 Sp
m 94.7(6)[↑,↑,−] 94.4(7)[↑,↑,−]

SC 93.4(1)[↑,↑,−] 93.0(1)[↑,↑,−]

SS 84.8(2)[↑,↑,↓] 82.8(2)[↑,↑,↓]

DT 69.1(2) 68.4(2)
k-NN 52.3(7) 44.0(6)
NB 93.9(1) 94.0(1)

IG 20 Sp
m 94.4(9)[↑,↑,−,−] 94.0(1)[↑,↑,−,−]

SC 92.3(2)[↑,↑,−,↓] 91.8(2)[↑,↑,−,↓]

SS 82.7(2)[↑,↑,↓,↓] 80.3(3)[↑,↑,↓,↓]

DT 69.8(3) 69.4(3)
k-NN 60.2(4) 53.2(4)
NB 93.9(9) 93.9(9)
SVM 94.4(1) 94.5(2)

IG 30 Sp
m 94.5(9)[↑,↑,−] 94.2(1)[↑,↑,−]

SC 92.3(2)[↑,↑,−] 91.8(2)[↑,↑,−]

SS 83.6(2)[↑,↑,↓] 81.4(3)[↑,↑,↓]

DT 66.5(3) 65.7(3)
k-NN 49.8(3) 41.2(3)
NB 94.1(8) 94.2(9)

larity measure was used, the proposed framework
clearly outperforms DT and k-NN. Sp

m shows com-
parable performance to NB and SVM. SC is worse
than NB, while SS is worse than both NB and SVM.

CONCLUSIONS

With statistical concepts, documents can be repre-
sented in terms of IFSs and patterns for predefined
document classes can be constructed. A similarity
measure is used to determine a similarity degree
between an IFS for a document and a class pattern.
The document is grouped into the class such that its
pattern is closest to the IFS for the document. Using
some existing similarity measures for IFSs, the ex-
periment on two datasets shows that our framework
yields satisfactory results when compared to results
from traditional classification models. Further work
includes extension of the dataset, investigation of
various techniques for IFS-based document repre-
sentation, and in-depth analysis of IFS to facilitate
text classification.

Table 9 Comparison with other classifiers when evaluat-
ing BBCSport.

Feature
selection

N
Sim/
Classifier

MFM(SD) MAvG(SD)

GR 50 Sp
m 93.9(1)[↑,↑,−,↑] 92.5(2)[↑,↑,↓,−]

SC 91.3(6)[↑,↑,↓,−] 88.4(1)[↑,↑,↓,−]

SS 90.2(1)[↑,↑,↓,−] 87.2(2)[↑,↑,↓,↓]

DT 70.4(4) 69.9(3)
k-NN 41.5(6) 30.1(6)
NB 96.1(1) 96.2(1)
SVM 89.8(4) 91.3(3)

GR 80 Sp
m 93.7(1)[↑,↑,−,−] 92.2(2)[↑,↑,−,−]

SC 91.6(1)[↑,↑,↓,−] 88.9(2)[↑,↑,↓,−]

SS 90.9(2)[↑,↑,↓,−] 88.1(3)[↑,↑,−,−]

DT 63.4(4) 61.6(4)
k-NN 41.8(6) 30.6(7)
NB 95.3(2) 95.7(2)
SVM 89.8(45) 91.0(4)

IG 50 Sp
m 93.9(1)[↑,↑,−,−] 92.4(2)[↑,↑,↓,−]

SC 91.1(9)[↑,↑,↓,−] 88.1(1)[↑,↑,↓,−]

SS 90.4(1)[↑,↑,↓,−] 87.2(2)[↑,↑,↓,−]

DT 69.9(4) 68.9(4)
k-NN 42.2(9) 30.2(9)
NB 95.9(1) 96.3(2)
SVM 89.4(4) 90.9(4)

IG 80 Sp
m 93.9(1)[↑,↑,−,−] 92.4(2)[↑,↑,−,−]

SC 91.6(1)[↑,↑,↓,−] 88.9(2)[↑,↑,↓,−]

SS 91.0(2)[↑,↑,↓,−] 88.3(3)[↑,↑,↓,↓]

DT 66.6(5) 65.5(5)
k-NN 40.4(2) 28.6(1)
NB 95.5(2) 95.8(2)
SVM 90.1(4) 91.2(4)
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