Analysing wireless sensor network deployment performance using connectivity
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ABSTRACT: In contrast to the random deployment method for wireless sensor networks, there are various applications that require manual deployment. While the deployment is costly and usually there is no change in the position of the nodes, it is better to evaluate the deployment scheme before doing it. There are different existing metrics to evaluate a deployment including coverage, connectivity, network lifetime, and cost. With emerging real applications of WSNs, it has become a must to evaluate the deployments with more realistic metrics and model. In this paper we have proposed an accumulative path reliability rate metric, regarding the hop-based nature of routing in these networks, to measure the connectivity between two nodes that are not adjacent. We have applied the metric to existing deployment methods and analysed the results.
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INTRODUCTION

With the technological advances in MEMS (micro electro-mechanical systems)1, low powered ICs are being used in wireless sensor network (WSN) nodes. This has made the applications of WSNs commoner and closer to the real world scenarios. Every wireless sensor node is composed of a wireless transceiver, a processor, and at least one sensor2. The data is collected from the environment and then carried to sink nodes. The sink nodes process the data and depending on the application send the commands to the actuators or fires alarms for human resources to take proper action. There may be one or more sink nodes in a whole WSN.

As the only energy resource of the nodes is a battery, there has been a lot of effort making the networks more durable. On the other hand, the real-time communication between nodes and especially from node to the sink has overridden the extension of the network lifetime2. At the same time, it is also important to be sure that the data sensed by a node will be delivered to the sink node successfully.

The quality of deployment in the WSNs application in the real world application has become more important than wired networks while the communication is based on the impressionable wireless connections. Researchers have introduced some connectivity models to allow qualification of the WSNs from the communication point of view. The quality assessment of a WSN can be useful in both random and manual deployment of wireless sensor networks. After a random deployment of the nodes, which can be scattering from an aeroplane, a qualification can highlight the area with poor density of nodes to be improved by a second placement solution. On the other hand, in manual deployment the qualification of the deployment can be done even before the deployment and help the designer to choose the best positions for the nodes of the network. In this paper we propose a communication qualification metric for WSNs.

As opposed to the existing connectivity metrics, this metric presents the expectancy of the delivery of data from where is sensed to where it is used for making the decision for an action. We assume that the application is large enough to have multi-hop communication between nodes. The remainder of this paper is organized as follows. The following section reviews the existing connectivity issues and models in the wireless area. Then the current work for qualification of wireless communication of the WSNs is presented. After that, accumulative path reliability rate is presented as the proposed metric for qualification of the WSNs. This is followed by analysis of the existing deployments using the proposed metric and presents a discussion.

WIRELESS CONNECTIVITY

As one of the main goals in WSN is to save electricity as much as it is possible, the communication between the nodes of the network is highly unreliable. Like any other physical phenomenon, there are models to
represent the phenomenon. Binary disc is the simplest model so far. In this model, every two sensor nodes in the terrain are connected if and only if their Euclidian distance is less than or equal to a predefined value. This communication range depends on the transmission and reception power level of the nodes. If there are different transmission power levels in a network, the minimum transmission power will be used. This model has proved to be far from the real behaviour of the radio links that are highly irregular.

Another communication modelling method is assuming the irregularity of the radio links and the fact that the received signal in the transceiver depends on the distance and the environment. According to this model, the received signal power is calculated using

\[ P_r = \frac{P_s}{d(s_i, s_j)^\eta} \]

(1)

where \( P_r \) is the power of the received signal, \( P_s \) is the power of the transmitted signal, \( \eta \) is the environment dependent path loss, and \( d(s_i, s_j) \) is the Euclidian distance between two nodes. Using this model, a node is able to receive data when the \( P_r \) is more than a predefined threshold.

As a complementary solution to the previous idea of attenuation, the existence of other nodes of the network has been used in the third model. This model takes the impact of the interference with other nodes of the network and the noise of the environment into account. The SINR model uses a predefined threshold of \( \text{SINR}_\theta \) to decide whether the data is received in the transceiver or not:

\[ \frac{P_r(s_i)}{N + \sum_{s_k \in \chi(s_i)} P_r(s_k)} \geq \text{SINR}_\theta \]

(2)

where \( N \) is the noise of the environment and \( \chi(s) \) is the set of all nodes of the network. According to the SINR model, it is possible that two close nodes are not able to communicate just because of the interference provided by other adjacent nodes. It also becomes possible for two far nodes to communicate in the absence of interference and noise.

The log-normal shadowing model is another common model which tries to consider all parameters that affect the received signal. The effect of multiple paths is given by

\[ \text{PL}(d) = \text{PL}(d_0) + 10\eta \log_{10} \frac{d}{d_0} + X_\sigma. \]

(3)

where \( \text{PL}(d) \) is used to represent the signal strength loss at distance \( d \) from the sender, \( d_0 \) is the reference distance, \( \eta \) is the path-loss exponent, and \( X_\sigma \) is a zero-mean Gaussian random variable with standard deviation \( \sigma \). The strength of the received signal at a distance \( d \) from a sender is its transmission power minus \( \text{PL}(d) \). Curve fitting of experimental data is used to obtain \( \sigma \). \( \text{PL}(d_0) \) can either be calculated using analysis or obtained by conducting experiments.

RELATED WORK

The nature of the wireless sensor network forces the hop by hop routing schemes. Although some routing techniques consider quality of the packet delivery for choosing links after deployment, there is no such metric in manual deployment cases to evaluate the deployment plan. Unreliability has a great impact on the quality of the communication through the network. The remainder of this section reviews the existing work on the quality of communication in terms of rate of successful packet delivery.

In Ref. 3, the authors have conducted various experiments to present a more realistic mathematical model of the node communication. There has been a comprehensive analysis of the basic parameters in unreliability and asymmetry. There are expressions for variance, distribution, and expectation of the packet reception rate in terms of the Euclidian distance between network nodes. They have analyzed the behaviour of the communication links in the transitional or grey region.

The authors of Ref. 5 have introduced a new MAC protocol and have done many experiments to study the behaviour of the physical layer. According to their simulations and experiments, they have defined a new metric to measure the quality of the communication link between two nodes as the probability of successfully receiving (PSR) a packet:

\[ p(d) = \left( 1 - \frac{1}{2} \exp \left( -\frac{\text{SNR}(d)}{1.28} \right) \right)^{sf} \]

(4)

where \( d \) is the distance and \( f \) is the packet size in bytes.

The authors of Ref. 7 have conducted empirical simulations and analyzed the distribution, independence, and the temporal properties of the received signal strength and the rate of error. The results show that the studied properties vary according to the operating zone and are similar for the same category. Packet error rate is the metric they have used to measure the quality of a link. In a similar study, researchers in Ref. 8 have conducted some experiments using the CC2420 from Chipcon. They have tested the nodes both in outdoor and indoor environment to measure the packet reception rate that indicated the rate of
correctly received packets. They have also studied the bit error rate both analytically and experimentally.

**ACCUMULATIVE PATH RELIABILITY RATE**

In this section we discuss a model of the new metric to rate path reliability.

**Model**

The model proposed in Ref. 3 is used as the base idea of existence and behaviour of transitional region. The model considers all of the parameters affecting the wireless communication. Path loss exponent ($n$) and shadowing variance ($\sigma^2$) are the environment-dependent parameters. For example, the path loss exponent of a parking structure is 3.0 while it is 2.0 for an apartment hallway. These parameters either must be obtained through experiments or used from published results. The SNR (signal-to-noise ratio) depends on the hardware used for wireless communication. The use of various modulations (ASK, FSK, and PSK) affects the quality of the communication too. The effect of the exploited encoding is also considered in this general model. Based on the above model and the assumptions made in Ref. 5 we will use (4).

**Metric**

The hop-by-hop nature of the peer-to-peer wireless sensor networks leads to the propagation of the communication quality factors. After a packet is initiated in a node and is on its way to the destination (normally sink node) the quality of each wireless link between two nodes on the path affects the overall quality of the delivery. Using packet reception rate to indicate the probability of successful delivery of the packets from one node to the next node in the path, and accumulating these rates according to the location of the nodes in the network, the accumulative path reliability rate APRR is defined as the probability of successful delivery of a packet from source to destination through a hop-by-hop route. This metric can be simply calculated by multiplication of the packet reception rate all over the route from source node to the destination node.

Consider one packet originating from node A and taking five hops of H1–H5 on its way to the destination node B. Fig. 1 illustrates an example of hop-by-hop routing in a wireless sensor network. The distance between the nodes of the route is considered as roughly constant. The roughly constant distance between the nodes will result in an almost constant packet reception rate that is considered to be 90%.

![Fig. 1 An example of hop by hop routing.](image)

The accumulative path reliability rate for the route shown in Fig. 1 is given by

$$\text{APRR}_{H1-H5} = \text{PRR}_{H1}\text{PRR}_{H2}\text{PRR}_{H3}\text{PRR}_{H4}\text{PRR}_{H5}. \quad (5)$$

In the above example, if we calculate the APRR for the route from A to B, the probability of successfully delivering a packet from A to B will be $(90\%)^5$, that is, 59%. Although the minimum quality of communication between any connected pair of nodes in the route is 90%, the probability of successful delivery of a packet through a route of five hops becomes less than 60%. In case of manual deployment of nodes, this metric will become useful for evaluating and comparing different strategies for its minimum, average, and standard deviation of all possible routes of the network. Major existing deployment strategies will be discussed and analysed next.

**ANALYSIS AND DISCUSSION**

Whenever predetermined node locations are used to deploy a wireless sensor network, it becomes possible to evaluate some of the characteristics of the network and do any possible improvement before actual deployment. The APRR is one of the metrics to evaluate a deployment strategy. The metric can only be applied to the strategies using this model. In the following, two cases of regular deployment and non-regular deployments and the simulation results will be discussed.

**Regular deployment**

In the case of regular deployments, as it can be seen in Fig. 2, the distance between every two node is constant that results in a constant rate of PRR. This in turn leads to an exponential dependence between maximum APRR and PRR at a power of terrain diameter in terms of hop count.

In the examples illustrated in Fig. 2, two possible cases of regular deployment are shown. Fig. 2a shows a deployment without any sink node defined. In this
example the longest path consists of 19 hops. In this case
\[ \text{APRR} = (\text{PRR})^{19}. \] (6)

According to this and assuming \( \text{APRR}_{\text{min}} \) as the minimum APRR that the network can tolerate,
\[ \text{PRR}_{\text{min}} = 19\sqrt{\text{APRR}_{\text{min}}}. \] (7)

Using this parameter, the transmission power of the network nodes must be adjusted to a value that can provide \( \text{PRR}_{\text{min}} \). As an alternative solution, the number of nodes must be increased to provide a denser network with closer nodes. As with the case in Fig. 2a, the terrain illustrated in Fig. 2b represents a regularly deployed network. In this case, all the nodes send their data to the sink node and it is very easy to calculate the maximum and average number of hops as the distance of each node in the network from the sink node. There are 6, 12, 18, 24, 18, 18, 15, 8, 2 nodes, respectively, within 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 hops distance of the sink node. In this case the weighted average is 5.15 which means the weighted average of APRR will be \( \text{PRR}^{5.15} \) taking the number of nodes in each class as the weight. The maximum number of hops is 24 and accordingly the maximum number of APRR will be \( (\text{PRR})^{24} \).

**Non-regular deployment**

In other deployment methods, APRR could be used to either provide a more suitable node position in the deployment or assess results of a deployment (even a random one). In this case the APRR values cannot be calculated as simply as the deployment example shown in Fig. 2b. To do this, all the routes of the network must be discovered and then the PRR for each hop of the route will be used to calculate APRR. The solutions based on evolutionary algorithms\(^{10-13}\) can use this metric to evaluate the resulting deployment in each step of their algorithms. The solutions may also be modified by using this metric to improve the evolution of the result set in the iterations of the algorithms.

**Simulation results**

To make sure that (5) complies with the real world deployment scenarios, we have conducted some simulations using MATLAB. In this simulation we have assumed the routing to be simple AODV and all of the nodes send their sensed data to the sink node which is located at the centre of the terrain. Fig. 3 shows the results for a random data flow from network nodes towards the sink node. It can be seen that for nodes 12, 21, and 23, APRR is below 80% which means only 80% of the sensed data will arrive at the sink node. Once the simulation time is increased the differences between the theoretical and simulation results will become even less.

**CONCLUSIONS AND FUTURE WORK**

A deployment of wireless sensor network must meet the minimum requirements of quality factors to be successful. Common WSN metrics to evaluate a deployment are coverage, connectivity, cost, and lifetime. Although the hop-by-hop routing is an intrinsic
property of these networks, the effect of this type of routing on the quality of packet delivery throughout the network is not considered. In this paper we proposed a metric to evaluate the probability of packet delivery between network nodes. This metric could be used in deployment solutions to prevent unreliable communication over long routes. Without considering this metric, there is no difference between two connected network deployments. Our metric can help designers to rank two or more connected networks in terms of quality of data delivery.

We are going to extend our research in two areas. Firstly we will apply this metric on the existing solutions for deployment to provide an analytical comparison. Secondly, we will use this metric in a solution with an evolutionary algorithm to refine the resulting network map.
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